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\textbf{A B S T R A C T}

Often fixed-effects dynamic panel data model assumes parametric structures and an AR(1) dynamic order. The latter assumption is mainly for convenience and not consistent with many sampling processes especially when longer panels are available. A fixed-effects dynamic partially linear additive model with a finite autoregressive lag order is considered. Based on this setup, semiparametric Generalized Method of Moments (GMM) estimators of the unknown coefficients and functions using the B(asis)-spline approximation are developed. The asymptotic properties of these estimators are established. A procedure to identify the dynamic lag order and significant exogenous variables by employing the smoothly clipped absolute deviation (SCAD) penalty is developed. It is proven that the SCAD-based GMM estimators achieve the oracle property and are selection consistent. The usefulness of proposed procedure is further illustrated in Monte Carlo studies and a real data example.
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\section{1. Introduction}

Longitudinal or panel data models have been a key development in econometrics and statistics. These models have found widespread applications in economics, finance, biomedicine and other fields of research. One typical feature of panel data is that the sample of individuals is large but the number of time periods is short. It is well-known that due to the correlation between the lagged dependent variable and individual effect in the errors, when one estimates parameters of a dynamic panel data model, traditional techniques such as ordinary least squares (OLS) yield estimators that are biased and inconsistent. On the other hand, the generalized method of moments (Hansen, 1982) allows consistent estimation of parameters. Popular GMM estimators in dynamic panel data models include the first-differenced (DIF) GMM estimator of Arellano and Bond (1991), which transforms the model into first difference to remove the individual effect, and the system (SYS) GMM estimator of Arellano and Bover (1995) and Blundell and Bond (1998), which uses extra moment conditions that assume certain stationarity conditions of the initial observations. Of these two estimators, the SYS estimator has superior finite sample properties when stationarity of data is assumed. Other important contributions in this burgeoning literature on dynamic panel data models include but are not limited to the work of Blundell et al. (2001), Bun and Windmeijer (2010), Gouriéroux et al. (2010), Han and Phillips (2010), Everaert (2013), and Lee and Yu (2014).
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It is noteworthy that studies on dynamic panels almost invariably assume an \textit{AR}(1) dynamic order. This assumption, which is mainly for convenience, is not consistent with many sampling processes by which the data are generated, especially when a longer panel is available. Indeed, first-order models are most likely misspecified when the lag order is unknown. Lee (2012) showed that fitting a high order \textit{AR} panel process by a lower order model can bias the fixed effect estimate substantially, and the established methods for correcting the bias under first-order dynamics can worsen the bias when the dynamics are of higher order. The question remains as to how the lag order in a dynamic panel data model can be selected accurately. One key objective of this paper is to address this question.

Recent years have also witnessed a stream of studies on the semiparametric partially linear models (e.g., Newey, 1994; Linton and Nielsen, 1995; Fan and Li, 1996; Li, 2000; Fan and Li, 2003; and Carroll et al., 2009), which can alleviate the familiar curse of dimensionality inherent to many nonparametric and semiparametric approaches. This is one major advantage of the partially linear models over conventional methods, in addition to their flexibility, ease of interpretation, and ease of use. Extensions of these models for static panel data have been considered by Fan et al. (2005), Su and Ullah (2006), Henderson et al. (2008), You et al. (2011) and Ai et al. (2014). There have been few extensions into the area of dynamic panels in the partially linear model literature with the most well-cited work of this nature being Baltagi and Li (2002), who developed consistent estimators of the unknowns in an \textit{AR}(1) partially linear panel data model using the series method. Recently, Baglan (2010) proposed a GMM estimator of the linear component for the same model. To our knowledge, there has been no extension of the partially linear model to cases of higher order panel dynamics, and this paper attempts to make some progress in this direction.

The objective of this paper is twofold. First, we develop semiparametric GMM estimators for the parametric and nonparametric components of model (2.1) to be described ahead based on an approach that uses the B(asis)-spline (abbreviated as B-spline hereafter) series approximation. Spline approximation and kernel-based methods resulting in weighted least squares procedure are widely used in the nonparametric literature. Relative to kernel methods, spline approximation has an advantage in regard to the ease with which one can impose structure on the resulting estimate. In particular, B-spline approximation has the advantage of a stable numerical property provided that the knots sequence can be appropriately specified. We prove that the resultant estimator of the parametric component is $\sqrt{n}$-consistent and that of the unknown function achieves the optimal nonparametric convergence rate. In the same context, we also construct an estimator of the error variance. Second, we develop a procedure to select the lag order in the dynamic component and identify significant exogenous variables in the parametric and nonparametric components of the model using the smoothly clipped absolute deviation (SCAD) penalty. The SCAD penalty is a non-concave penalty proposed by Fan and Li (2001) in a general parametric framework for variable selection and efficient estimation, and has the advantages of being computationally feasible even for high dimensional data and more stable than subset selection. We also demonstrate that the SCAD-based estimators have an oracle property, the best possible theoretical performance of any variable selection procedure.

This remainder is organized as follows. We develop the semiparametric GMM estimators in Section 2 and study the asymptotic properties of these estimators in Section 3. In Section 4, we use the SCAD penalty to determine the lag order of dynamics and select variables. Section 5 reports results of a Monte Carlo study and a real data application of proposed method. Proofs of results are relegated to Appendix.

2. Semiparametric GMM estimation

Our framework of analysis is a fixed-effects dynamic panel partially linear model with a finite lag order. This framework extends that of Ai et al. (2014) to a dynamic set-up, and also includes several other models as special cases. Specifically, we consider the following panel process:

$$y_{it} = \mu_i + \sum_{s=1}^{d} \gamma_s y_{i(t-s)} + \sum_{k=1}^{p} x_{itk} \beta_k + \sum_{r=1}^{q} \phi_r(z_{itr}) + \epsilon_{it}, \quad (2.1)$$

for $i = 1, \ldots, n, \ t = d + 1, \ldots, T$, where $y_{it}$ is an observation of the response $Y$ on individual $i$ at time $t$ (with $y_{i(t-s)}$ being its lag value at time $t-s$, $s \geq 1$), $x_{it} = (x_{it1}, \ldots, x_{itp})^\top \in \mathbb{R}^p$ and $z_{it} = (z_{it1}, \ldots, z_{itq})^\top \in \mathbb{R}^q$ are realizations of the covariate vectors $X = (X_1, \ldots, X_p)^\top$ and $Z = (Z_1, \ldots, Z_q)^\top$ respectively, and are assumed to be strictly exogenous. $\mu_i$’s are unobserved individual fixed effects, possibly correlated with $x_{it}$ and/or $z_{it}$ with an unknown correlation structure, and satisfy $\sum_{i=1}^{n} \mu_i = 0$, $\gamma = (\gamma_1, \ldots, \gamma_q)^\top$ and $\beta = (\beta_1, \ldots, \beta_p)^\top$ are unknown parameter vectors, $\{\phi_r(z_{it})\}_{r=1}^{q}$ are smooth functions satisfying $E\phi_r(z_{it}) = 0$ for identification purpose, and $\epsilon_{it}$ is an independent and identically distributed error term with mean 0 and variance $\sigma^2$, and satisfies $E(\epsilon_{it}^2) = 0$ for $i = 1, \ldots, n, s = 1, \ldots, d, t = d + 1, \ldots, T$ (see, for example, Ahn and Schmidt, 1995).

The panel process of (2.1) includes a number of other models as special cases. When $d = 0$ and $p = 0$, i.e., both the lagged dependent variables and parametric components are absent, (2.1) reduces to the conventional additive model (Hastie and Tibshirani, 1990). When $d = 1$ and $q = 1$, (2.1) becomes the \textit{AR}(1) panel data partially linear model considered by Baltagi and Li (2002) and Baglan (2010). When $d = 0$ and $q = 1$, model (2.1) reduces to the fixed effects panel data partially linear model
model that has been widely studied in the literature. See You et al. (2011), Ai et al. (2014) and the references therein. When \(d = 1\) and \(q = 0\), model (2.1) reduces to the fixed effects dynamic panel data linear model (Nickell, 1981).

Considering a knot sequence \(\xi_0 < \xi_1 < \cdots < \xi_m < \xi_{m+1}\) that satisfies \(\max(\xi_{j+1} - \xi_j)/\min(\xi_{j+1} - \xi_j) \leq c\) for \(j = 0, \ldots, m\), with \(m = m_n\) being a monotonic increasing function of \(n\), the sample size. For simplicity, we assume that all knots are equally spaced. Let \(\mathcal{H}_n^{(q)}\) be the space of polynomial splines with dimension \(J_n = m_n + q\) such that each function \(h(\cdot)\) in \(\mathcal{H}_n^{(q)}\) satisfies the following conditions: (i) \(h(\cdot)\) is a polynomial of degree \(q > 1\) on each subinterval \(I_j = [\xi_j, \xi_{j+1}), j = 0, \ldots, m_n - 1\), with \(I_{m_n} = [\xi_{m_n}, \xi_{m_n+1}]\); (ii) for \(q \geq 2\), \(h(\cdot)\) is \(q - 1\) times continuously differentiable on \([\xi_0, \xi_{m_n+1}]\). A group of splines spanning the whole space \(\mathcal{H}_n^{(q)}\) is called a spline basis function. A commonly used basis function for fitting smoothing curves is the B-spline, which has the advantage of permitting every spline function of a given degree, smoothness and domain partition to be uniquely represented as a linear combination of B-splines of that same degree and smoothness and over that same partition. Denote the B-spline basis function as \(N_j(\cdot)\) for \(j = 1, \ldots, q\).

The following approximation is legitimate when \(\phi_r(z)\) is sufficiently smooth:

\[
\phi_r(z_{itr}) \approx h_r(z_{itr}) = \sum_{j=1}^{J_n} N_j(z_{itr}) \theta_{ij} = \theta_r^T N_r(z_{itr}), \tag{2.2}
\]

where \(N_r(z) = (N_1(z), \ldots, N_{J_n}(z))^T\) and \(\theta_r = (\theta_{1r}, \ldots, \theta_{J_nr})^T\). Using (2.2), model (2.1) can be re-expressed as

\[
y_{it} = \mu_i + \sum_{s=1}^d y_s y_{it-s} + \sum_{k=1}^q x_{ikt} \beta_k + \sum_{r=1}^l \sum_{j=1}^{J_n} N_j(z_{itr}) \theta_{ij} + \varepsilon_{it}^u, \tag{2.3}
\]

with \(\varepsilon^u_{it} = \varepsilon_{it} + \sum_{r=1}^l (h_r(z_{it}) - \phi_r(z_{itr})).\) Let \(y_{i0} = 0.\) Taking first difference on \(t\) to remove the nuisance parameter \(\mu_i\) yields

\[
y_{it} - y_{i(t-1)} = \sum_{s=1}^d y_s (y_{it-s} - y_{i(t-s)-1}) + \sum_{k=1}^q (x_{ikt} - x_{i(t-1)kt}) \beta_k + \sum_{r=1}^l \sum_{j=1}^{J_n} (N_j(z_{itr}) - N_j(z_{i(t-1)r})) \theta_{ij} + \varepsilon^u_{it} - \varepsilon^u_{i(t-1)}. \tag{2.4}
\]

Now, write \(\Delta \mathbf{y} = (\Delta y_1, \ldots, \Delta y_n)^T\) with \(\Delta y_i = (y_{i(d+3)} - y_{i(d+2)}, \ldots, y_{i(d)} - y_{i(d-1)})^T\), and \(\Delta \mathbf{y}^d = (\Delta y_{1(d+3)}, \ldots, \Delta y_{n(d+3)})^T\) with \(\Delta \mathbf{y}^d_i = (y_{i(d+3)} - y_{i(d+2)}, \ldots, y_{i(d)} - y_{i(d-1)})^T\). In the same manner, write \(\Delta \mathbf{x} = (\Delta x_{1t}, \ldots, \Delta x_{nT})^T\) with \(\Delta x_{it} = (x_{i1t} - x_{i1(t-1)}, \ldots, x_{iqt} - x_{iqt(t-1)})^T\) and \(\Delta \mathbf{e}^u = (\varepsilon^u_{1t}, \ldots, \varepsilon^u_{nt})^T\). As well, denote \(\bar{N}_t = (\bar{N}_1(z_{1(d+3)t}), \ldots, \bar{N}_n(z_{nt}))\) with \(\bar{N}_r(z_{itr}) = (N_1(z_{itr}) - N_1(z_{i(t-1)r}), \ldots, N_{J_n}(z_{itr}) - N_{J_n}(z_{i(t-1)r}))^T\), and write \(\mathbf{N} = (\bar{N}_1, \ldots, \bar{N}_p)\) and \(\theta = (\theta_1^T, \ldots, \theta_q^T)^T\). These notations permit the following matrix representation of (2.4):

\[
\Delta \mathbf{y} = \Delta \mathbf{y}^d \mathbf{y} + \Delta \mathbf{x} \beta + \Delta \mathbf{e}^u + \bar{\mathbf{N}} \theta + \Delta \mathbf{e}^u. \tag{2.5}
\]

Any estimator that ignores the endogeneity due to the correlation between \(\Delta \mathbf{y}^d\) and \(\Delta \mathbf{e}^u\) is biased and inefficient. Here, we estimate the unknowns in (2.5) by GMM. Now, by integrating \(E(y_{it-s} \Delta \varepsilon_{it}) = 0\) for \(2 \leq s < t - 1, t = d + 3, \ldots, T\), assuming exogeneity of \(\mathbf{x}_{it}\) and \(\mathbf{z}_{it}\), one can construct an instrument matrix \(\mathbf{W} = (\mathbf{W}_1, \mathbf{W}_2, \ldots, \mathbf{W}_l)^T\), where

\[
\mathbf{W}_l = \begin{pmatrix}
\Delta y_{i(d+1)} & 0 & 0 & \cdots & 0 & \cdots & \Delta x_{i(d+3)}^T & \Delta z_{i(d+3)}^T \\
0 & \Delta y_{i(d+1)} & \Delta y_{i(d+2)} & \cdots & 0 & \cdots & 0 & \Delta x_{i(d+4)}^T & \Delta z_{i(d+4)}^T \\
\vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \Delta y_{i(d+1)} & \cdots & \Delta y_{i(T-2)} & \Delta x_{i(T-1)}^T & \Delta z_{i(T-1)}^T
\end{pmatrix}_{T \times l}
\]

with \(\Delta y_{it} = y_{it} - y_{i(t-1)}, \Delta z_{it} = (z_{i1t} - z_{i1(t-1)}, \ldots, z_{iqt} - z_{iqt(t-1)})^T, T^* = T - d - 2\) and \(L = T^*(T^* + 1)/2 + p + q\). Other studies on system GMM, including Blundell and Bond (1998) and Bun and Windmeijer (2010), used both differenced and level instruments. We only use differenced instruments here as they are practically equivalent to level instruments when the number of time periods is large. The use of differenced instruments also poses no additional technical challenge compared to level instruments although differenced instruments do require more time periods than in the case of levels.

Writing \(\mathbf{M} = \bar{\mathbf{N}}(\bar{\mathbf{N}}^T \bar{\mathbf{N}})^{-1} \bar{\mathbf{N}}\) and premultiplying (2.5) by \(\mathbf{W}^T = \mathbf{W}^T (I_{lT^*} - \mathbf{M})\) yields

\[
\mathbf{W}^T \Delta \mathbf{y} = \mathbf{W}^T \Delta \mathbf{y}^d \mathbf{y} + \mathbf{W}^T \Delta \mathbf{x} \beta + \mathbf{W}^T \Delta \mathbf{e}^u.
\]
The semiparametric GMM estimator of \((y, \beta)\) can be constructed by minimizing

\[
Q_n(y, \beta) = \frac{1}{n\tau^2}(W^\top \Delta \varepsilon^*)^\top \Omega^{-1}(W^\top \Delta \varepsilon^*),
\]

(2.6)

where \(W^\top = (W_1^\top, \ldots, W_n^\top)\) and \(\Omega = \sum_{i=1}^n W_i^\top B B^\top W_i/(n\tau^2)\) with

\[
B = \begin{pmatrix}
1 & 1 & 0 & \cdots & 0 \\
0 & -1 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \cdots & -1 & 1
\end{pmatrix}^\top \times (\tau + 1).
\]

Applying the weighted least squares procedure, we obtain

\[
\left( \hat{\beta}_{n} \right) = \left( (\Delta Y^d, \Delta X)^\top (I_{\tau^2} - M) W \Omega^{-1} W^\top (I_{\tau^2} - M) (\Delta Y^d, \Delta X) \right)^{-1} \cdot (\Delta Y^d, \Delta X)^\top (I_{\tau^2} - M) W \Omega^{-1} W^\top (I_{\tau^2} - M) \Delta y,
\]

(2.7)

which in turn yields \(\hat{\theta}_{n} = (\hat{\beta}_{1,n}, \ldots, \hat{\beta}_{q,n})^\top = (N^\top \tilde{N})^{-1} N^\top (\Delta y - \Delta Y^d \hat{\beta}_{n} - \Delta X \tilde{\beta}_{n})\) and

\[
\hat{\phi}_{r,n}(z_{it}) = \hat{\theta}_{r,n}^\top N(z_{it}), \quad r = 1, \ldots, q.
\]

(2.8)

In addition, an estimator of the error variance \(\sigma^2 = \text{var}(\epsilon^2_{it})\) is

\[
\hat{\sigma}^2 = \frac{\|\Delta y - \Delta Y^d \hat{\beta}_{n} - \Delta X \tilde{\beta}_{n} - \tilde{N} \hat{\theta}_{n}\|^2}{2(n\tau^2 - d - p - q)}.
\]

(2.9)

**Remark 1.** Several approaches exist for choosing the optimal number of B-spline basis. A popular approach is the cross-validation approach considered by Huang and Shen (2004) and Huang et al. (2004). The approach we use, which follows from Wang and Yang (2007), does not require any iteration, and is thus more straightforward. See Section 5 for a description of the method.

### 3. Theoretical results

This section focuses on the asymptotic properties of the estimators constructed in Section 2. Let us consider the following definition taken from Li (2000) and Baltagi and Li (2002).

**Definition 1.** A function \(\varphi(z), z = (z_1, \ldots, z_q)\), is said to belong to an additive class \(A\) if it satisfies (i) \(\varphi(z) = \sum_{r=1}^{q} \varphi_r(z_r)\), where \(\varphi_r(\cdot)\) is twice differentiable in the interior of its support and square integrable; and (ii) \(E(\varphi_r(z_r)) = 0\) for \(r = 1, \ldots, q\).

We use \(E_A(\varphi(z))\) to denote the projection of a scalar or vector function \(\psi(z)\) onto the additive class \(A\). Thus, \(E_A(\varphi(z))\) is an element belonging in \(A\) and the closest function to \(\psi(z)\) among all the functions in \(A\). More precisely,

\[
E(\psi(z) - E_A(\psi(z))(\psi(z) - E_A(\psi(z)))^\top = \inf_{\varphi(z) \in A} E((\psi(z) - \varphi(z))(\psi(z) - \varphi(z))^\top).
\]

(3.1)

Now, let \(\|\phi_r\|_2 = \left\{ \int_{R^2} \phi^2_r(z)dz \right\}^{1/2}\) be the \(L_2\)-norm of a square integrable function \(\phi_r(z)\) on \(R^1\). We say that an estimator \(\tilde{\phi}_{r,n}\) of \(\phi_r\) is consistent if \(\|\tilde{\phi}_{r,n} - \phi_r\|_2 \rightarrow 0\).

The following regularity conditions are needed for establishing the asymptotic properties of the resultant estimators.

**Assumption (A1).** \(\{Y_{it}, X_{itk}, Z_{itr} : k = 1, \ldots, p; r = 1, \ldots, q\}\) are independent and identically distributed, and \(\sup_t E(\|x_{it}\|_2^2 + \|z_{it}\|_2^2) + \|\epsilon_{it}\|_4^4) < \infty\).

**Assumption (A2).** The marginal densities of \(Z_r\) for \(r = 1, \ldots, q\), defined as \(f_r(z)\), are Lipschitz continuous and satisfy \(0 < \min_{i} f_i(z) \leq \max_{i} f_i(z) < \infty\).

**Assumption (A3).** The functions \(\{\phi_r(z)\}_{r=1}^{q}\) and \(g(z) = E_A(E(y|x)z)\) have continuous and bounded \(\ell\)th derivative \((\ell \geq 3)\).

Moreover, \(\frac{1}{n} \rightarrow 0\) and \(\sqrt{n}\) \(\rightarrow 0\) as \(n \rightarrow \infty\).

**Assumption (A4).** \(\Gamma^{-\frac{1}{2}}\Sigma^{-1}\Gamma\) and \(\Sigma\) are positive definite matrices, and their eigenvalues are bounded away from 0 and infinity, where

\[
\Sigma = (\tau^2)^{-1}E((W_1 - E_A(W_1)) B B^\top (W_1 - E_A(W_1))), \quad \Gamma = (\tau^2)^{-1}E(((\Delta Y^d_1, \Delta X_1) - E_A(\Delta Y^d_1, \Delta X_1))^\top (W_1 - E_A(W_1)), \Delta X_1 = (\Delta x_{1(d+3)}, \ldots, \Delta x_{1T})^\top\) and \(\Delta Y^d_1 = (\Delta y^d_{1(d+3)}, \ldots, \Delta y^d_{1T})^\top\).
Assumption (A5). For any given consistent estimator $\hat{\delta}_n$ of $\delta = (\psi^\top, \beta^\top, \theta^\top)^\top$, $K^\top W \Omega^{-1} W^\top K + nT^* \Xi_{2,n}(\hat{\delta}_n)/2$ is positive definite in the sense that its eigenvalues are bounded away from 0 and infinity, where $K = (\Delta Y^d, \Delta X, N)$, and $\Xi_{1,n,\lambda_2,n}(\hat{\delta}_n)$ is a block diagonal matrix defined in (4.5).

Remark 2. Assumptions (A1) and (A2) are standard conditions for nonparametric and semiparametric models (e.g., Li, 2000; Baltagi and Li, 2002 and Huang and Shen, 2004). Assumption (A3) determines the rate of convergence of nonparametric estimators, which is similar to Assumption 3 in Li (2000), Assumption 2.3 in Baltagi and Li (2002) and Assumption (d) of Huang and Yang (2004). Assumptions (A4) and (A5) are needed to circumvent the singularity of matrices when constructing estimators and establishing their asymptotic properties.

Theorem 1. (i) Suppose that Assumptions (A1)–(A4) hold. Then as $n \to \infty$,
\[
\sqrt{nT^*} \left( \hat{\Psi}_n - \Psi \right) \to_d N(0, \sigma^2 (\Gamma^{-1} \Gamma^{-1})^{-1})
\] where
\[
\Sigma = \frac{1}{T^*} E \left[ (W_1 - EAW_1)^\top BB^\top (W_1 - EAW_1) \right]
\]
and
\[
\Gamma = \frac{1}{T^*} E \left[ (\Delta Y^d_1, \Delta X_1) - E_A (\Delta Y^d_1, \Delta X_1) \right]^\top (W_1 - EAW_1).
\]
(ii) The random variables
\[
\hat{\Sigma}_n = \frac{1}{nT^*} W_1^\top (I_{nt^*} - M) (I_n \otimes BB^\top) (I_{nt^*} - M) W
\]
and
\[
\hat{\Gamma}_n = \frac{1}{nT^*} (\Delta Y^d, \Delta X)^\top (I_{nt^*} - M) W
\]
are consistent estimators of $\Gamma$ and $\Sigma$ respectively.

Theorem 2. Assume that (A1)–(A4) hold, and $\varrho$, the degree of the B-spline, is no smaller than $\ell$ defined in Assumption (A3). Then as $n \to \infty$, we have
\[
\max_{1 \leq t \leq q} \| \hat{\phi}_{t,n} - \phi_t \|_2 = O_p(\sqrt{J_n/n} + J_n^{-1}).
\] (3.3)

Theorem 2 provides a consistent estimator of $\phi_t(\cdot)$ when $J_n \asymp n^\tau$ with $\tau \geq 1/(2\ell + 1)$. In particular, if $J_n \asymp n^{1/(2\ell + 1)}$, then $\| \hat{\phi}_{t,n} - \phi_t \|_2 = O_p(n^{-1/(2\ell + 1)})$.

Theorem 3. (i) Under the same conditions as in Theorem 1. As $n \to \infty$,
\[
\sqrt{nT^*}(\hat{\sigma}_n^2 - \sigma^2) \to_d N(0, \kappa),
\] where $\kappa = \{2T^* - 1\} E(\varepsilon^4_{11}) + \sigma^4)/2T^*$.
(ii) A consistent estimator of $\kappa$ is
\[
\hat{\kappa}_n = \frac{2T^* - 1}{4T^*} \left\{ \frac{1}{nT^*} \sum_{i=1}^n \sum_{t=1}^T \Delta \varepsilon_{it}^4 - 6 \hat{\sigma}_n^4 \right\} + \frac{1}{2T^*} \hat{\sigma}_n^4,
\] where
\[
\Delta \varepsilon_{it} = \Delta Y_{it} - (\Delta Y^d_{it})^\top \hat{\Psi}_n - \Delta X_{it}^\top \hat{\beta}_n - \tilde{N}_{it(1),t+1,\cdot} \hat{\theta}_n,
\]
with $\tilde{N}_{it(1),t+1,\cdot}$ being the $(i - 1)T^* + t$-th row of $\tilde{N}$.

Theorem 3 shows the property of $\sqrt{n}$-consistency of the variance estimator that would be required for inference purposes but further investigation of its properties is beyond the scope of this paper.

4. Identifying the lag order and significant covariates

This section is devoted to a discussion on the selection of the lag order for the dynamic component and exogenous variables of the parametric and nonparametric components of (2.1). As mentioned in Section 1, we adopt the semiparametric...
SCAD method to achieve this task. The objective function for estimating the unknowns with the SCAD penalty is

$$Q_n^*(\gamma, \beta, \theta) = \frac{1}{nT^*} (\Delta y - \Delta Y^\prime \gamma - \Delta X \beta - \bar{N} \theta)^\top W \Omega^{-1} W^\top (\Delta y - \Delta Y^\prime \gamma - \Delta X \beta - \bar{N} \theta)$$

$$+ \sum_{s=1}^d p_{c\lambda_{1n}}(|\gamma_s|) + \sum_{k=1}^p p_{c\lambda_{1n}}(|\beta_k|) + \sum_{r=1}^q \gamma p_{c\lambda_{2n}}(||\theta_r||_{\infty}),$$

(4.1)

where $\lambda_{1n}$ and $\lambda_{2n}$ are tuning parameters controlling the model complexity and can be selected by data driven methods, and $||\theta_r||_{\infty} = (\theta_r^\top N_r^\top N_r, \theta_r^\top)^{1/2}$. The penalized semiparametric GMM estimator would satisfy

$$\left(\hat{\gamma}_n^\top, \hat{\beta}_n^\top, \hat{\theta}_n^\top\right)^\top = \arg \min Q_n^*(\gamma, \beta, \theta).$$

(4.2)

We use the local quadratic approximation-based iterative algorithm (Fan and Li, 2001) to find solutions to (4.2). Now, given an initial $\gamma_0 = (\gamma_{0,1}, \ldots, \gamma_{0,d})^\top$, for some $\gamma_{0,s}, s = 1, \ldots, d,$ and $\hat{\gamma}_s$ in a close neighbourhood of $\gamma_{0,s}$, we have

$$p_{c\lambda_{1n}}(|\gamma_s|) \approx p_{c\lambda_{1n}}(|\gamma_{0,s}|) + \frac{p'_{c\lambda_{1n}}(|\gamma_{0,s}|)}{2|\gamma_{0,s}|} (\gamma_s^2 - \gamma_{0,s}^2).$$

(4.3)

In the same manner we can obtain the approximation for $p_{c\lambda_{2n}}(|\beta_k|)$ and $p_{c\lambda_{2n}}(||\theta_r||_{\infty})$. Substituting (4.3) into (4.1) and removing the irrelevant constant terms, the desired estimator can be written as

$$\bar{\delta}_n = \left\{K^\top W \Omega^{-1} W^\top K + \frac{nT^*}{2} \mathbf{E}_{\lambda_{1n}}(\delta_n)\right\}^{-1} K^\top W \Omega^{-1} W^\top \Delta y.$$  

(4.4)

which resembles a ridge regression estimator, where $\hat{\delta}_n$ is an initial estimator of $\delta = (\gamma^\top, \beta^\top, \theta^\top)^\top$ and

$$\mathbf{E}_{\lambda_{1n},\lambda_{2n}}(\delta_n) = \text{blkdiag}
\begin{pmatrix}
\frac{p'_{c\lambda_{1n}}(|\gamma_{0,1}|)}{|\gamma_{0,1}|}, & \ldots, & \frac{p'_{c\lambda_{1n}}(|\gamma_{0,d}|)}{|\gamma_{0,d}|}, & \frac{p'_{c\lambda_{1n}}(|\beta_1|)}{|\beta_1|}, & \ldots, & \frac{p'_{c\lambda_{1n}}(|\beta_p|)}{|\beta_p|}, \\
p'_{c\lambda_{2n}}(|\theta_{1,1}|), & \ldots, & p'_{c\lambda_{2n}}(|\theta_{p,1}|), & \ldots, & p'_{c\lambda_{2n}}(|\theta_{q,1}|), & \ldots, & p'_{c\lambda_{2n}}(|\theta_{q,q}|)
\end{pmatrix}.$$ 

(4.5)

It is well-known that the choice of tuning parameter plays an important role for shrinkage estimators. Wang et al. (2007) proposed a BIC-based selector and demonstrated its selection consistency in the penalized least squares context. Here, we choose $\lambda_{1n}$ and $\lambda_{2n}$ such that

$$\text{BIC}_{\lambda_{1n,\lambda_{2n}}} = \log(\bar{\sigma}_n^2) + \frac{\log(nT^*)}{nT^*}$$

(4.6)

attains a minimum, where $\bar{\sigma}_n^2 = ||\Delta y - \Delta Y \hat{\gamma}_n - \Delta X \hat{\beta}_n - \bar{N} \hat{\theta}_n||_2^2 / 2(nT^* - d - p - q_{hn})$ and $\text{df}_{\lambda_{1n,\lambda_{2n}}}^\text{BIC}$ is the generalized degrees of freedom (Fan and Li, 2001), defined as

$$\text{df}_{\lambda_{1n,\lambda_{2n}}}^\text{BIC} = \text{tr} \left\{K \left(K^\top W \Omega^{-1} W^\top K + nT^* \mathbf{E}_{\lambda_{1n},\lambda_{2n}}(\delta_n)/2\right)^{-1} K^\top W \Omega^{-1} W^\top \right\}.$$ 

(4.7)

For notational convenience, let $y = (y_{(1)}^\top, y_{(0)}^\top)$ with $y_{(1)} = (\gamma_1, \ldots, \gamma_{d_0})^\top$ denoting the nonzero component and $y_{(0)} = (\gamma_{d_0+1}, \ldots, \gamma_d)^\top = 0_{d-d_0}$. Similarly, write $\beta = (\beta_{(1)}^\top, \beta_{(0)}^\top)$ with $\beta_{(1)} = (\beta_1, \ldots, \beta_{d_0})^\top$, and $\phi = (\phi_{(1)}^\top, \phi_{(0)}^\top)^\top$ with $\phi_{(1)} = (\phi_1, \ldots, \phi_{d_0})^\top$. Let $A_1 = \{s, k, r: \gamma_s \neq 0, \beta_r \neq 0, \phi_k(2) \neq 0\}$, $A_2 = \{s, k, r: \gamma_s = 0, \beta_k = 0, \phi_r \equiv 0\}$, and $A_{1,1}$ and $A_{1,2}$ be their estimated sets. Moreover, let $\Delta Y_{(1)}$ and $\Delta X_{(1)}$ be the columns of $\Delta Y^d$ and $\Delta X$ corresponding to the selected nonzero coefficients respectively. Now, define

$$a_n = \max \left\{ p_{c\lambda_{1n}}(|\gamma_s|), p_{c\lambda_{1n}}(|\beta_k|), p_{c\lambda_{2n}}(||\theta_r||_{\infty}): s, k, r \in A_1 \right\}$$

and

$$b_n = \max \left\{ p_{c\lambda_{1n}}(|\gamma_s|), p_{c\lambda_{1n}}(|\beta_k|), p_{c\lambda_{2n}}(||\theta_r||_{\infty}): s, k, r \in A_2 \right\}.$$ 

Also, assume, for $s, k, r \in A_{2,2}$, that

$$\min \left\{ \liminf_{n \to \infty} \liminf_{\gamma_s \to 0^+} \frac{p'_{c\lambda_{1n}}(|\gamma_s|)}{\lambda_{1n}}, \liminf_{n \to \infty} \liminf_{\beta_k \to 0^+} \frac{p'_{c\lambda_{1n}}(|\beta_k|)}{\lambda_{1n}}, \liminf_{n \to \infty} \liminf_{(N_r, \theta_r) \to 0^+} \frac{p'_{c\lambda_{2n}}(||\theta_r||_{\infty})}{\lambda_{2n}} \right\} > 0.$$ 

(4.8)
Theorem 6. Let Assumptions (A1)–(A5) hold, and \( b_n \to 0 \) as \( n \to \infty \). Then

(i) \( \| \hat{y}_n - y \|_2 = O_p((nT^n)^{-1/2}) + a_n \);
(ii) \( \| \hat{\beta}_n - \beta \|_2 = O_p((nT^n)^{-1/2}) + a_n \); and
(iii) \( \| \hat{\phi}_{r,n} - \phi_r \|_2 = O_p((nT^n)^{-2/5}) + a_n \), for \( r = 1, \ldots, q \) when \( J_n = (nT^n)^{1/5} \).

Theorem 5. Suppose that \( \max(\lambda_{1n}, \lambda_{2n}) \to 0 \) and \( \min(\lambda_{1n}, \lambda_{2n})/\max(J_n,\sqrt{n/n}) \to \infty \) as \( n \to \infty \). Further, assume that \( \| \hat{\gamma}_n - \gamma \|_2 \asymp (nT^n)^{-1/2} \), \( \| \hat{\beta}_n - \beta \|_2 \asymp (nT^n)^{-1/2} \) and \( \| \hat{\phi}_{r,n}(z) - \phi_r(z) \|_2 \asymp (nT^n)^{-c/(2L+1)} \). Combined with Assumptions (A1)–(A5) and (4.8), these conditions lead to the following so-called variable selection consistency property:

\[ P(\Lambda_2 = 1) \to 1. \]

By Theorem 5, the SCAD-based semiparametric GMM estimator is “selection consistent” in the sense that it can identify the significant regressors correctly with probability approaching 1 as the sample size grows to infinity.

Theorem 6. Assume that (A1)–(A5) and (4.8) hold. If \( b_n \to 0 \) as \( n \to \infty \), then

\[ \sqrt{nT^n} \left[ \hat{\gamma}_n - \gamma(1) \right] \] \[ \to_{d} N(0, \sigma^2_1 (\Gamma(1)^{-1})^2 \Sigma(1)^{-1} \Gamma(1)^{-1}), \]

with

\[ \Sigma(1) = \frac{1}{I^c} E \left\{ (W(1,1) - E_AW(1,1))^T BB^T (W(1,1) - E_AW(1,1)) \right\}, \]

and

\[ \Gamma(1) = \frac{1}{I^c} E \left\{ (\Delta Y^{d}_d(1,1) - E_A\Delta Y^{d}_d(1,1), \Delta X(1,1) - E_A\Delta X(1,1))^T (W(1,1) - E_AW(1,1)) \right\}, \]

where \( W(1,1) \), \( \Delta Y^{d}_d(1,1) \) and \( \Delta X(1,1) \) are defined analogously to \( W \), \( \Delta Y^d \) and \( \Delta X \) respectively.

Remark 3. Theorem 6 shows that the identified significant estimators have an oracle property in the sense that they have the same joint asymptotic distribution as when the zero coefficients were known in advance. That being said, we do not know to which estimated parameters this theorem can be applied because in practice, it is unknown as to which coefficients are zero and which are non-zero.

5. Numerical experiments

5.1. Monte Carlo simulations

This section reports the results of Monte Carlo studies undertaken to investigate the empirical performance of the proposed procedure. Designs 1 and 2 are for the purpose of investigating the asymptotic properties of the GMM estimators assuming that the lag order and significant exogenous variables are known in advance. The effectiveness of the SCAD–GMM procedure is examined under Design 3.

Design 1. The data were generated by the panel process with an AR(1) dynamic order:

\[ y_{i,t} = \mu_t + \gamma y_{i,t-1} + \beta x_{i,t} + \phi_1(z_{i,t1}) + \phi_2(z_{i,t2}) + \epsilon_{i,t}, \quad i = 1, \ldots, n; \ t = 2, \ldots, T, \]

where \( \mu_t = (T - 1)^{-1} \sum_{i=2}^{T} x_{i,t} \sim \text{i.i.d.} \text{Bernoulli}(1, 0.5) \), \( z_{i,t1} = -3 + 5u_{i,t1} \), \( z_{i,t2} = 2 - 4u_{i,t2} \), \( u_{i,t} \sim \text{i.i.d.} \text{N}(0, 1) \), \( \phi_1(z_t) = (z_t - 0.5)^2 \) and \( \phi_2(z_t) = z_t(e^{2z_t} - 1) \). Let \( \beta = 1.5 \) and \( \gamma = 0.1, -0.6, 0.9 \). We consider the following two error scenarios:

Scenario I (heteroscedastic errors): \( \epsilon_{i,t} \sim \text{i.i.d.} \text{N}(0, 1) \);
Scenario II (heteroscedastic errors): \( \epsilon_{i,t} = \sqrt{h_{i,t}} \epsilon_{i,t} \), where \( \epsilon_{i,t} \sim \text{i.i.d.} \text{N}(0, 1) \), \( h_{i,t} \) is described by: (1) \( h_{i,t} = 0.1 + 0.3y_{i,t-1}^2 \) or (2) \( h_{i,t} = 0.1 + 0.1y_{i,t-1}^2 + 0.1z_{i,t1}^2 + 0.1z_{i,t2}^2 \).

We consider sample sizes of \( n = 50, 100, 200 \) and \( T = 5, 10, 15 \). The experiment is replicated for \( R = 1000 \) times for \( \gamma = 0.1 \) and \( -0.6 \), and for \( R = 100000 \) times for \( \gamma = 0.9 \); it is found that when \( \gamma \) is close to the unit-root, a larger number of replications are required for the experiment to yield stable results. Our evaluations of the estimators \( \hat{\gamma}_n, \hat{\beta}_n \) and \( \hat{\sigma}_n^2 \) are in terms the average of estimates (mean), standard deviation (std) of the estimates, standard errors (se), which are the square roots of the diagonal elements in the asymptotic variance matrix \( \hat{\sigma}_n^2 (\hat{\Gamma}_n \hat{\Sigma}_n^{-1} \hat{\Gamma}_n^T) \), and proximity of actual confidence interval
coverage to the targeted coverage of 0.95 (cp). For the estimators of $\phi_1(z_1)$ and $\phi_2(z_2)$, evaluation of efficiency is based on the mean of average squared error (MASE) measure defined as

$$MASE(\hat{\phi}_{1,n}(z_1)) = \frac{1}{RnT} \sum_{h=1}^{R} \sum_{i=1}^{n} \sum_{t=0}^{T} \left( \hat{\phi}_{1,n}^{(h)}(z_{it}) - \phi_1(z_{it}) \right)^2,$$

where $T^*$, as defined previously, is $T - d - 2$, and $\hat{\phi}_{1,n}(\cdot)$ is a GMM estimator of $\phi_1(\cdot)$ in the $h$th simulation. We denote the standard deviation of the average squared error as SASE.

In our implementation we use the univariate quadratic B-splines with uniform knots. We determine the number of interior knots $m_n$ by the method prescribed by Wang and Yang (2007) via the formula

$$m_n = \min \{ c(n(T - d))^{1/5} + 1, \{(n(T - d)/2 - (p + d + q))/2\}\},$$

where $n(T - d)$ is the total sample size, $c$ is a tuning constant, and $\lfloor a \rfloor$ denotes the largest integer of magnitude not greater than $a$. For simplicity, we set $c = 1$ as varying the value of $c$ generally makes no difference to the results. The constraint of $m_n \leq (n(T - d)/2 - (p + d + q))/2$ ensures that the number of terms in (2.6) is not larger than $n(T - d)/2$. This condition is needed when the sample size is not large.

Tables 1(a) and 1(b) report the Monte Carlo results under the scenarios of homoscedastic and heteroscedastic errors respectively. Turning first to the efficiency of the parametric estimates, the following observations are apparent. First, as $n$ or $T$ increases, the standard deviations of the estimators decrease, and std's are invariably very close to the corresponding se's. Third, in most cases, the actual confidence interval coverages obtained based on the proposed estimators differ only marginally from the targeted nominal level of 0.95, and as expected, their deviations from 0.95 decrease as $n$ or $T$ increases. The above comments also apply to the estimators for the nonparametric component. It is observed that the MASE's of $\hat{\phi}_{1,n}(z_{idt})$ and $\hat{\phi}_{2,n}(z_{idt})$ decrease as $n$ or $T$ increases, and their corresponding SASE's decrease as the number of observations increases. A comparison of results in Table 1(a) with the corresponding results in Table 1(b) shows that other things being equal, heteroscedasticity in the errors generally has the effect of inflating the standard deviations and standard errors of the estimator although the estimator remains asymptotically unbiased when the errors are heteroscedastic.

Additionally, we draw comparisons with results based on lagged level instruments as in Arellano and Bond (1991) under the homoscedastic error scenario. The results are displayed in Table 1(c), where it is shown that when the panel is relatively short (e.g., $T = 5$), the first difference-based instruments generally lead to an estimator (labelled as BB) with smaller standard deviations than the estimator arising from lagged level-based instruments (labelled as AB). For longer panels, results based on the two procedures are comparable. This finding concurs with that of Blundell and Bond (1998) under the parametric dynamic model.

One reviewer has pointed that simulations with different ratios of the variances of idiosyncratic errors and individual effects are also useful for evaluating the performance of our approach. For this purpose we consider cases of $\sigma^2/\mu$ taking on 0.5, 1 and 5. The results, displayed in Table 1(d), indicate that the estimators of the parametric and nonparametric components commonly have smaller standard deviations when $\sigma^2/\mu$ is smaller than when it is large.

**Design 2.** This experiment extends the last experiment to a more complex model setup where the lag order is increased to 2, and the model contains a second exogenous variable. We consider the model

$$y_{it} = \mu_i + \gamma_1 y_{i(t-1)} + \gamma_2 y_{i(t-2)} + \beta_1 x_{it1} + \beta_2 x_{it2} + \phi_1(z_{1it}) + \phi_2(z_{2it}) + \epsilon_{it},$$

where $\mu_i = (T - 2)^{-1} \sum_{t=3}^{T} (x_{it1} + x_{it2})$ represents the fixed effect, $x_{it1}$ and $x_{it2}$ are each generated by a no-drift AR(1) process with i.i.d.$\mathcal{N}(0, 1)$ errors, and an autocorrelation coefficient of 0.3 (for $x_{it1}$) and 0.5 (for $x_{it2}$), $\phi_1(z) = \sin(\pi z) + \cos^2(2\pi z)$ and $\phi_2(z) = \sin^2(2\pi z) + \cos(\pi z)$, and $z$ is defined as under **Design 1**. We let $\beta^T = (1.2, -0.5)$ and $\gamma^T = (0.7, -0.4)$ or $(-0.9, 0.1).$ As in **Design 1**, we consider the scenarios of homoscedastic errors for which $\epsilon_{it} \sim \text{i.i.d.} \mathcal{N}(0, 1)$, and heteroscedastic errors for which we assume $\epsilon_{it} = \sqrt{h_{it}} \epsilon_{it}$ with $h_{it} = 0.1 + 0.3\epsilon_{it-1}^2$. We set $n = 50, 100$ and $T = 10, 15$, and apply the same number of replications as in **Design 1**.

Table 2 reports the simulation results. As far as the performance of the various estimators is concerned, all of the general comments reported under **Design 1** above apply in broad terms. Specifically, as $n$ or $T$ increases, the biases of all estimates decrease, as do the standard deviations of the estimates, which are never very different from the corresponding standard errors, and in all cases, the actual confidence interval coverages exhibit close proximity to the targeted 0.95 level. Other things being equal, heteroscedasticity has the effect of inflating the standard deviations of the estimates.

**Design 3.** The purpose of this experiment is to evaluate the performance of the SCAD-GMM procedure described in Section 4. The panel process being considered is

$$y_{it} = \mu_i + \sum_{j=1}^{5} \gamma_j y_{i(t-s)} + \sum_{k=1}^{10} x_{itk} \beta_k + \sum_{r=1}^{9} \phi_r (z_{idt}) + \epsilon_{it},$$

(5.1)
Table 1(a)
Monte Carlo results under Design 1 with homoscedastic errors.

<table>
<thead>
<tr>
<th>T</th>
<th>5</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>50</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td>mean</td>
<td>1.006</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td>std</td>
<td>0.0328</td>
<td>0.0323</td>
<td>0.0152</td>
</tr>
<tr>
<td>se</td>
<td>0.0301</td>
<td>0.0237</td>
<td>0.0147</td>
</tr>
<tr>
<td>cp</td>
<td>0.9290</td>
<td>0.9480</td>
<td>0.9400</td>
</tr>
</tbody>
</table>

Monte Carlo results under Design 1 with homoscedastic errors.

where \( \mathbf{y} = (0.0, 0.7, 0, -0.4, \gamma_5) \) or \( (0.0, 0.9, 0, 0.1, \gamma_5) \), \( \mathbf{\beta} = (0.0, 1.2, 0, \beta_5, 0, -0.5, 0, 0, 0, 0) \), with \( \gamma_5 \) and \( \beta_5 \) both being \( 1/\sqrt{\text{sn}^T \text{log} \{\pi^T \} \beta_5, z_1 = 3 \cos \{z_1 - 0.5\} + z_2, \beta_2 = z_2/(12 - \sin \{z_2\}), \beta_3 = \beta_3 \} = \phi_{0}(z_3) = \phi_{0}(z_3) = \cdots = \phi_{0}(z_9) = 0, \)

\( z_r \sim \text{i.i.d.} \mathcal{U}(0, 0.1) \) for \( r = 1, \ldots, 9, \mu_i = (T - 5)^{-1} \sum_{t=0}^{T-5} \sum_{k=0}^{9} x_{itk} \), with \( x_{itk} \), \( k = 6, \ldots, 10 \), being i.i.d. \( \mathcal{N}(0, 0.5) \) distributed, and \( x_{itk} \), \( k = 1, \ldots, 5 \), following an AR(1) process with i.i.d. \( \mathcal{N}(0, 1) \) disturbances, no drift and an autocorrelation coefficient of 0.5, and \( \epsilon_{it} \sim \text{i.i.d.} \mathcal{N}(0, 1) \). We consider the same values of \( n = 50, 100, 200, T = 10, 15 \) and the same number of replications as in the previous two designs. When fitting the model, we allow a maximum of 5 lag dependent variables, 10 exogenous covariates and 9 nonparametric functions. We also compare the selection performance of SCAD-GMM with a
Table 1(b) Monte Carlo results under Design 1 with heteroscedastic errors.

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>Case (1)</th>
<th>Case (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T=10$</td>
<td>$T=15$</td>
</tr>
<tr>
<td>$\hat{\beta}_n$</td>
<td>$\hat{\beta}_n$</td>
<td>$\hat{\beta}_n$</td>
</tr>
<tr>
<td>mean</td>
<td>0.0935</td>
<td>0.0941</td>
</tr>
<tr>
<td>std</td>
<td>0.0533</td>
<td>0.0408</td>
</tr>
<tr>
<td>se</td>
<td>0.0535</td>
<td>0.0406</td>
</tr>
<tr>
<td>cp</td>
<td>0.9440</td>
<td>0.9430</td>
</tr>
<tr>
<td>$\hat{\sigma}_2^2$</td>
<td>$\hat{\sigma}_2^2$</td>
<td>$\hat{\sigma}_2^2$</td>
</tr>
<tr>
<td>mean</td>
<td>0.9278</td>
<td>0.9588</td>
</tr>
<tr>
<td>std</td>
<td>0.1533</td>
<td>0.1254</td>
</tr>
</tbody>
</table>

Lasso-based (Tibshirani, 1996) GMM. In all our simulations, we use the BIC criterion described in Section 4 to determine the tuning parameter.

Table 3 reports the number of times in 1000 replications where the SCAD-GMM and Lasso-GMM procedures (labelled as SD and LA respectively) can identify the non-zero coefficients and/or functions as non-zero (labelled as NZ) and zero coefficients and/or functions as zero (labelled as Z) correctly. For example, when $\gamma = (0, 0.7, 0, -0.4, \gamma_3, \gamma_4)^T$, $T = 10$ and $n = 50$, the SCAD (Lasso) procedure can correctly identify both of the two non-zero $\phi(\cdot)$ functions as non-zero 967 (502) times, all of the seven zero $\phi(\cdot)$ functions as zero 575 (497) times, all of non-zero coefficients and functions as non-zero 486 (392) times, and all of the zero coefficients and functions as zero 503 (364) times. The table reveals that by our criterion, SCAD-GMM is clearly a superior procedure to Lasso-GMM. Other things being equal, the effectiveness of both procedures improves as $n$ or $T$ increases. There is no substantial difference in results under the two specifications of $\gamma$. 
Comparison of results based on lagged levels instruments and difference instruments under Design 1 with homoscedastic errors.

Table 1(c)

5.2. A real data application

This section presents a real data application of the proposed methodology. The data, extracted from Cornwell and Trumbull (1994), contains panel information on crime rate, the ratio of FBI index crimes to population, and its attributes in 90 counties in the state of North Carolina over the period 1981–1987. Our benchmark model is

\[
CR_{it} = \mu_i + \sum_{s=1}^{3} \gamma_s CR_{i(t-s)} + \beta_1 AS_{it} + \beta_2 POL_{it} + \beta_3 WF_{it} + \beta_4 WS_{it} + \beta_5 WL_{it} + \beta_6 PY_{it} \\
+ \phi_1 (PA_{it}) + \phi_2 (PC_{it}) + \phi_3 (PP_{it}) + \phi_4 (DEN_{it}) + \phi_5 (TAX_{it}) + \phi_6 (WM_{it}) + \epsilon_{it}, \quad i = 1, \ldots, 90, \quad t = 1, \ldots, 7,
\]

where the response variable \(CR_{it}\) is the crime rate of county \(i\) in the \(t\)th year, \(\mu\) is the average prison sentence in days, \(POL\) is the number of police per capita, \(WF, WS, WL\) and \(WM\) represent, respectively, the average weekly wages of employees of federal government, state government, local government and manufacturing industries, and \(PY\) is the percentage of male population between the ages of 15 and 24 in the county. In addition, \(PA\) is the probability of being arrested, \(PC\) is the probability of conviction after arrest, \(PP\) is the probability of imprisonment after conviction, \(DEN\) is the population density, being the county's population divided by the county's land area and \(TAX\) represents per capita tax revenue.

For ease of interpretation, we scale all values of the covariates to between 0 and 1. The results are reported in Table 4, where EST, SE, and CI denote the coefficient estimate associated with the corresponding variable shown on the first column of the table, its standard error, and the associated 95% confidence interval constructed using the wild bootstrap procedure proposed by Härdle et al. (2004). Three sets of GMM results are presented: those without the implementation of SCAD or other diagnostic tests are shown on the far left panel of the table; the middle panel presents the re-estimated results after removing the insignificant variables; the far right panel are results based on the SCAD-GMM procedure. The GMM results without variable selection by SCAD shows that, \(POL\), the number of police per resident, and \(WS\), the state government salary level, exert no significant effect on crime rate, while \(WF\), the federal government salary level exerts a positive effect on crime.
Table 1(d) 
Monte Carlo results under Design 1 with different ratio of variance of idiosyncratic errors and individual effects.

| $\sigma^2/|\mu|$ | T = 5, n = 50 | | T = 10, n = 50 |
|-------|------------|---|------------|---|
|       | $\gamma = 0.1$ | $\gamma = 0.9$ |
|       | 0.5 | 1 | 5 | 0.5 | 1 | 5 |
| $\hat{\psi}_a$ | mean | 0.1000 | 0.0999 | 0.1025 | 0.1001 | 0.1003 | 0.1010 | 0.1000 | 0.0999 | 0.0996 |
|       | std | 0.0106 | 0.0135 | 0.0404 | 0.0073 | 0.0096 | 0.0205 | 0.0036 | 0.0041 | 0.0095 |
|       | se | 0.0109 | 0.0130 | 0.0390 | 0.0070 | 0.0093 | 0.0211 | 0.0037 | 0.0040 | 0.0094 |
|       | cp | 0.9600 | 0.9460 | 0.9500 | 0.9440 | 0.9350 | 0.9640 | 0.9570 | 0.9430 | 0.9340 |
| $\hat{\mu}_a$ | mean | 1.5000 | 1.5003 | 1.5018 | 1.4997 | 1.4978 | 1.5019 | 1.4989 | 1.4990 | 1.4988 |
|       | std | 0.0604 | 0.0769 | 0.1837 | 0.0388 | 0.0574 | 0.1112 | 0.0265 | 0.0352 | 0.0772 |
|       | se | 0.0607 | 0.0757 | 0.1733 | 0.0384 | 0.0592 | 0.1121 | 0.0270 | 0.0335 | 0.0757 |
|       | cp | 0.9480 | 0.9450 | 0.9360 | 0.9430 | 0.9500 | 0.9500 | 0.9560 | 0.9400 | 0.9400 |
| $\hat{\sigma}^2$ | mean | 1.0337 | 0.9628 | 0.9220 | 0.9331 | 0.9921 | 1.0042 | 0.9963 | 0.9532 | 0.9637 |
|       | std | 0.1450 | 0.1461 | 0.1533 | 0.1004 | 0.1036 | 0.1184 | 0.0991 | 0.1087 | 0.1099 |
| $\hat{\phi}_{1,a}(z)$ | MASE | 0.0072 | 0.0124 | 0.0680 | 0.0033 | 0.0061 | 0.0291 | 0.0017 | 0.0027 | 0.0117 |
|       | SASE | 0.0042 | 0.0070 | 0.0385 | 0.0017 | 0.0032 | 0.0150 | 0.0010 | 0.0015 | 0.0060 |
| $\hat{\phi}_{2,a}(z)$ | MASE | 0.0071 | 0.0107 | 0.0593 | 0.0030 | 0.0067 | 0.0284 | 0.0017 | 0.0028 | 0.0112 |
|       | SASE | 0.0041 | 0.0059 | 0.0330 | 0.0017 | 0.0035 | 0.0162 | 0.0009 | 0.0015 | 0.0061 |

rate. On the other hand, AS, the duration of prison sentence, WL, the local government salary level, and PY, the percentage of young male population, all have the effect of reducing crime rate. We find the last result somewhat surprising as we would expect crime rate to be positively associated with the percentage of young male population, ceteris paribus. When SCAD-GMM is used, the SCAD procedure selects only WS and PY. Interestingly, the coefficient estimate of PY by SCAD-GMM is positive, which is the opposite to the result obtained without SCAD selection. Both the GMM without SCAD and SCAD-GMM methods find $d = 1$ to be the most appropriate lag order.

Fig. 1 exhibits the estimated nonparametric functions based on the SCAD-GMM method. The procedure selects all but the variable PP specified for the nonparametric component of the model. Fig. 1 shows that when PA, the probability of being arrested, is greater than 0.4, an increase in PA has the effect of reducing crime rate, and the rate of reduction increases as PA increases. The variable PC, which represents the probability of conviction, does not appear to have any significant effect on crime rate, except when PC > 0.8, a noticeable decline in CR is observed as PC increases. On the other hand, DEN, the population density, has the effect of increasing crime rate at an increasing rate. As well, a very high value of TAX, the tax rate, can escalate crime rate, but an increase in WM, the salary level of manufacturing employees, generally reduces crime rate. The estimated nonparametric functions based on GMM without SCAD variable selection are shown in Fig. 2. There are similarities as well as differences between the results shown in Figs. 1 and 2; for example, the estimated function of $\phi_1$ based on the GMM method without SCAD selection shows that for very large values of PA, crime rate decreases at a decreasing rate in absolute terms when PA increases; also, without using SCAD selection, the GMM results show that an increase in manufacturing salary level from a moderately high level can increase the crime rate. These differ from those observed under the SCAD-GMM estimation procedure.
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Appendix

Our proofs of results require the following lemmas.
Table 3
Monte Carlo results under Design 3.

<table>
<thead>
<tr>
<th>$T$</th>
<th>$n$</th>
<th>$\gamma$</th>
<th>$\beta$</th>
<th>$\phi(z)$</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SD LA</td>
<td>SD LA</td>
<td>SD LA</td>
<td>SD LA</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>0.571</td>
<td>0.841</td>
<td>0.416</td>
<td>0.502</td>
</tr>
<tr>
<td>100</td>
<td>1000</td>
<td>0.769</td>
<td>0.860</td>
<td>0.713</td>
<td>0.890</td>
</tr>
<tr>
<td>200</td>
<td>1000</td>
<td>0.887</td>
<td>0.903</td>
<td>0.841</td>
<td>0.914</td>
</tr>
<tr>
<td>15</td>
<td>50</td>
<td>0.613</td>
<td>0.922</td>
<td>0.536</td>
<td>0.648</td>
</tr>
<tr>
<td>100</td>
<td>1000</td>
<td>0.690</td>
<td>0.939</td>
<td>0.845</td>
<td>0.784</td>
</tr>
<tr>
<td>200</td>
<td>1000</td>
<td>0.901</td>
<td>0.966</td>
<td>0.904</td>
<td>0.950</td>
</tr>
</tbody>
</table>

Table 4
Estimates for the parametric component for the real data example.

<table>
<thead>
<tr>
<th></th>
<th>GMM estimates without SCAD</th>
<th>GMM estimates without SCAD (after removing insignificant variables)</th>
<th>SCAD-GMM estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EST SE CI</td>
<td>EST SE CI</td>
<td>EST SE CI</td>
</tr>
<tr>
<td>CR$_{-1}$</td>
<td>0.4856 0.1603 [0.3629,0.8038]</td>
<td>0.8025 0.0997 [0.7341,0.9914]</td>
<td>0.4574 0.1335 [0.3796,0.6995]</td>
</tr>
<tr>
<td>CR$_{-2}$</td>
<td>-0.0279 0.0368 [-0.0522,0.0408]</td>
<td>-0.0152 0.0097 [-0.0214,-0.0028]</td>
<td>-</td>
</tr>
<tr>
<td>CR$_{-3}$</td>
<td>0.0348 0.0593 [-0.0025,0.1478]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>AS</td>
<td>-0.0346 0.0157 [-0.0446,-0.0042]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>POL</td>
<td>-0.0303 0.0626 [-0.0802,0.1018]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>WF</td>
<td>0.0496 0.0358 [0.0194,0.1146]</td>
<td>0.0280 0.0328 [0.0070,0.0923]</td>
<td>-</td>
</tr>
<tr>
<td>WS</td>
<td>-0.0615 0.0472 [-0.1028,0.0078]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>WL</td>
<td>-0.0534 0.0227 [-0.0756,-0.0133]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PY</td>
<td>-1.3523 0.4584 [-1.4567,-0.2382]</td>
<td>-0.7793 0.2909 [-0.9430,-0.2119]</td>
<td>0.0687 0.4060 [-0.1834,0.8613]</td>
</tr>
</tbody>
</table>

Fig. 1. The estimated nonparametric function (solid curve), its 95% point-wise confidence bands (dash-dotted lines) and the bootstrap-based nonparametric function (dashed curves) with SCAD selection.

Lemma 1. Let Assumptions (A1)--(A3) hold. Then

$$ \sup_{\phi_r \in \mathcal{H}_r^n, r=1,...,q} \left| \frac{1}{n} \sum_{i=1}^{n} \sum_{t=1}^{T} \sum_{r=1}^{q} \phi_r(z_{itr})^2 - \frac{1}{T} \sum_{t=1}^{T} \sum_{r=1}^{q} \phi_r(z_{itr})^2 \right| = o_p(1), $$

where $\mathcal{H}_r^n, r = 1, \ldots, q$ are the polynomial spline spaces. See Section 2 for similar definitions.
Lemma 2. For each function \( g(z) \) satisfying Assumptions (A1)–(A3), e.g., \( g(z) = \sum_{i=1}^{3} \phi_i(z) \) and \( g(z) = \mathbb{E}(\mathbb{E}(y \mid x) \mid z) \), there exist a quantity \( C > 0 \) and a polynomial spline function \( h(z) \in \mathcal{H}_n \) such that
\[
\|g(z) - h(z)\|_{\infty} \leq C j_n^{-1}. 
\]
This implies that there is \( \theta \in \mathbb{R}^q \) such that
\[
\sup_{z \in \mathbb{R}^q} |g(z) - N^T(\theta)\| = O(j_n^{-1}).
\]

Proof. Lemma 2 is a direct result of Theorem XII.1 of de Boor (2001).

Lemma 3. Let Assumptions (A1)–(A4) hold. Then as \( n \to \infty \), we have
\[
\frac{1}{n_{\text{t}^*}(\Delta Y', \Delta X)\top (I_{n_{\text{t}^*}} - M)W} \to_p \frac{1}{T^*} \mathbb{E}[((\Delta Y'_t, \Delta X_i) - \mathbb{E}_A(\Delta Y'_t, \Delta X_i))\top (W_1 - \mathbb{E}_A W_1)].
\]

Proof. Write \( V = (\Delta Y', \Delta X) \) and \( V_i = (\Delta Y'_i, \Delta X_i) \) with \( \Delta Y'_i = (\Delta y'_{id+1}, \ldots, \Delta y'_{i_{\text{t}^*}})^\top \) and \( \Delta X_i = (\Delta x_{id+1}, \ldots, \Delta x_{i_{\text{t}^*}})^\top \) for \( i = 1, \ldots, n \). Note that \((n_{\text{t}^*})^{-1}(\Delta Y', \Delta X)\top (I_{n_{\text{t}^*}} - M)W \) can be expressed as the summation of the following terms:
\[
D_1 = \frac{1}{n_{\text{t}^*}} (V - \mathbb{E}_A V)\top (I_{n_{\text{t}^*}} - M)(W - \mathbb{E}_A W), \quad D_2 = \frac{1}{n_{\text{t}^*}} (V - \mathbb{E}_A V)\top (I_{n_{\text{t}^*}} - M)\mathbb{E}_A W, \\
D_3 = \frac{1}{n_{\text{t}^*}} (E_A V)\top (I_{n_{\text{t}^*}} - M)(W - \mathbb{E}_A W), \quad \text{and} \quad D_4 = \frac{1}{n_{\text{t}^*}} (E_A V)\top (I_{n_{\text{t}^*}} - M)E_A W.
\]
Using Assumption (A1) and the Law of Large Numbers, we can show that
\[
\frac{1}{n_{\text{t}^*}} (V - \mathbb{E}_A V)\top (W - \mathbb{E}_A W) = \frac{1}{n_{\text{t}^*}} \sum_{i=1}^{n} (V_i - \mathbb{E}_A V_i)\top (W_i - \mathbb{E}_A W_i) \\
\to_p \frac{1}{T^*} \mathbb{E}(V_1 - \mathbb{E}_A V_1)\top (W_1 - \mathbb{E}_A W_1), \quad (A.1)
\]
and
\[
\frac{1}{n_{\text{t}^*}} (V - \mathbb{E}_A V)^\top M(V - \mathbb{E}_A V) = \frac{1}{n_{\text{t}^*}} (V - \mathbb{E}_A V)^\top \mathbb{N}(\mathbb{N}^\top \mathbb{N})^{-1} \mathbb{N}^\top (V - \mathbb{E}_A V) \\
= \frac{1}{(n_{\text{t}^*})^2 q_n^2} (V - \mathbb{E}_A V)\top \mathbb{N}^\top (V - \mathbb{E}_A V) \\
= \frac{1}{(n_{\text{t}^*})^2 q_n} (\sqrt{n_{\text{t}^*} q_n})^2 = q_n/n_{\text{t}^*} \to 0. \quad (A.2)
\]
Applying arguments similar to those in (A.2) implies that \((W - E_A W)^\top M(W - E_A W)/(nT^*) = o_p(1)\), which, when combined with (A.2) and the Cauchy–Schwarz inequality, leads to
\[
\frac{1}{nT^*} (V - E_A V)^\top M(W - E_A W) \to p 0. \tag{A.3}
\]
Now, by (A.1) and (A.3),
\[
D_1 \to_p \frac{1}{T^*} E\left[\left\{\left(\Delta Y^d_{1i}, \Delta X_{1i} - E_A(\Delta Y^d_{1i}, \Delta X_{1i})\right)^\top (W_1 - E_A W_1)\right\}\right].
\]
The lemma holds if each of \(D_2, D_3\) and \(D_4\) is of order \(o_p(1)\). Consider the \((u, v)\)th element of \(D_2\) first,
\[
(D_2)_{u,v} = \frac{1}{nT^*} \left(\begin{array}{c}
v_{u,v} - E_A v_{u,v} \\
W_{u,v} - E_A W_{u,v}
\end{array}\right)^\top (I_{nT^*} - M)E_A w_{u,v} 
\]
\[
\leq \left\{ \frac{1}{nT^*} \left(\begin{array}{c}
v_{u,v} - E_A v_{u,v} \\
W_{u,v} - E_A W_{u,v}
\end{array}\right)^\top (I_{nT^*} - M)\left(\begin{array}{c}
v_{u,v} - E_A v_{u,v} \\
W_{u,v} - E_A W_{u,v}
\end{array}\right) \right\}^{1/2} 
\cdot \left\{ \frac{1}{nT^*} \left(\begin{array}{c}
v_{u,v} - E_A v_{u,v} \\
W_{u,v} - E_A W_{u,v}
\end{array}\right)^\top (I_{nT^*} - M)\left(\begin{array}{c}
v_{u,v} - E_A v_{u,v} \\
W_{u,v} - E_A W_{u,v}
\end{array}\right) \right\}^{1/2} 
\}
\]
\[
\leq \left\{ \frac{1}{nT^*} \sum_{i=1}^n \| (V_i)_{u,v} - E_A (V_i)_{u,v} \|^2 \right\}^{1/2} 
\cdot \left\{ \frac{1}{nT^*} \sum_{i=1}^n \| E_A (W_i)_{u,v} - \tilde{N}_i \|^2 \right\}^{1/2} 
\]
Moreover, the orthogonality of $\mathbf{W} - \mathbf{E}_A \mathbf{W}$ and $\mathbf{N}$ implies that $\mathbf{E}_{12} = \mathbf{E}_{13} = \mathbf{E}_{14} = O_p(1/(nT^*)) = o_p(1)$. Additionally,

$$
E_4 = \frac{1}{nT^*} \left\{ (\mathbf{E}_A \mathbf{W} - \bar{\mathbf{N}} \mathbf{\theta})^\top (\mathbf{I}_n \otimes \mathbf{H})(\mathbf{E}_A \mathbf{W} - \bar{\mathbf{N}} \mathbf{\theta}) - (\mathbf{E}_A \mathbf{W} - \bar{\mathbf{N}} \mathbf{\theta})^\top \mathbf{M}(\mathbf{I}_n \otimes \mathbf{H})(\mathbf{E}_A \mathbf{W} - \bar{\mathbf{N}} \mathbf{\theta}) \\
- (\mathbf{E}_A \mathbf{W} - \bar{\mathbf{N}} \mathbf{\theta})^\top (\mathbf{I}_n \otimes \mathbf{H}) \mathbf{M}(\mathbf{E}_A \mathbf{W} - \bar{\mathbf{N}} \mathbf{\theta}) + (\mathbf{E}_A \mathbf{W} - \bar{\mathbf{N}} \mathbf{\theta})^\top \mathbf{M}(\mathbf{I}_n \otimes \mathbf{H}) \mathbf{M}(\mathbf{E}_A \mathbf{W} - \bar{\mathbf{N}} \mathbf{\theta}) \right\} \\
\overset{\text{def}}{=} E_{41} + E_{42} + E_{43} + E_{44},
$$

where $E_{41} = I_{nT^*}^{-1/2} \rightarrow 0$, and $E_{42} = E_{43} = E_{44} = q_n^{1/2}/nT^* = o_p(1)$. Because $E_2$ and $E_3$ are of the same order, it suffices to consider $E_2$ only. Note that

$$
E_3 = \frac{1}{nT^*} \left\{ (\mathbf{W} - \mathbf{E}_A \mathbf{W})^\top (\mathbf{I}_n \otimes \mathbf{H})(\mathbf{E}_A \mathbf{W} - \bar{\mathbf{N}} \mathbf{\theta}) - (\mathbf{W} - \mathbf{E}_A \mathbf{W})^\top \mathbf{M}(\mathbf{I}_n \otimes \mathbf{H})(\mathbf{E}_A \mathbf{W} - \bar{\mathbf{N}} \mathbf{\theta}) \\
- (\mathbf{W} - \mathbf{E}_A \mathbf{W})^\top (\mathbf{I}_n \otimes \mathbf{H}) \mathbf{M}(\mathbf{E}_A \mathbf{W} - \bar{\mathbf{N}} \mathbf{\theta}) + (\mathbf{W} - \mathbf{E}_A \mathbf{W})^\top \mathbf{M}(\mathbf{I}_n \otimes \mathbf{H}) \mathbf{M}(\mathbf{E}_A \mathbf{W} - \bar{\mathbf{N}} \mathbf{\theta}) \right\} \\
\overset{\text{def}}{=} E_{31} + E_{32} + E_{33} + E_{34},
$$

which, when combined with the fact that $(\mathbf{W} - \mathbf{E}_A \mathbf{W}) \perp \mathbf{E}_A \mathbf{W}$, leads to $E_{31} = I_{nT^*}^{-1/2} / (nT^*)$, and $E_{32} = E_{33} = E_{34} = q_n^{1/2}/nT^* = o_p(1)$. The proof is thus completed. ■

Write $\tilde{\phi}(z_{\ell r}) = (\phi_1(z_{\ell 1r}) - \phi_1(z_{(\ell-1)r}), \ldots, \phi_{q\ell}(z_{\ell(q-1)r}) - \phi_{q\ell}(z_{(\ell-1)r}))^\top$, and $\tilde{\phi} = (\tilde{\phi}_1, \ldots, \tilde{\phi}_q)_{nT^* \times q\ell}$ with $\tilde{\phi}_r = (\tilde{\phi}_r(z_{1(d+3)r}), \ldots, \tilde{\phi}_r(z_{q\ell r}))^\top$.

**Lemma 5.** Let Assumptions (A1)–(A4) hold. Then

$$
\frac{1}{\sqrt{nT^*}} \mathbf{W}^\top (\mathbf{I}_{nT^*} - \mathbf{M}) \tilde{\phi} = O_p(I_{n^{-\beta}}).
$$

**Proof.** By Assumption (A3), there exists a vector $\theta \in \mathbb{R}^{d_h}$ such that

$$
\frac{1}{\sqrt{nT^*}} \mathbf{W}^\top (\mathbf{I}_{nT^*} - \mathbf{M}) \tilde{\phi} = \frac{1}{\sqrt{nT^*}} (\mathbf{W} - \mathbf{E}_A \mathbf{W})^\top (\mathbf{I}_{nT^*} - \mathbf{M}) (\tilde{\phi} - \bar{\mathbf{N}} \mathbf{\theta}) \\
+ \frac{1}{\sqrt{nT^*}} (\mathbf{E}_A \mathbf{W})^\top (\mathbf{I}_{nT^*} - \mathbf{M}) (\tilde{\phi} - \bar{\mathbf{N}} \mathbf{\theta}) \overset{\text{def}}{=} G_1 + G_2,
$$

where

$$
G_1 \leq \frac{1}{\sqrt{nT^*}} \left\{ (\mathbf{W} - \mathbf{E}_A \mathbf{W})^\top (\mathbf{I}_{nT^*} - \mathbf{M}) (\mathbf{W} - \mathbf{E}_A \mathbf{W}) \right\}^{1/2} \left\{ (\tilde{\phi} - \bar{\mathbf{N}} \mathbf{\theta})^\top (\mathbf{I}_{nT^*} - \mathbf{M}) (\tilde{\phi} - \bar{\mathbf{N}} \mathbf{\theta}) \right\}^{1/2} \\
\leq \frac{1}{\sqrt{nT^*}} O_p(\sqrt{nq_n^{-\beta}}) = O_p(I_{n^{-\beta}}),
$$

and $G_2$ has the property that

$$
G_2 \leq \frac{1}{\sqrt{nT^*}} (\mathbf{E}_A \mathbf{W})^\top (\mathbf{E}_A \mathbf{W}) \left\{ (\tilde{\phi} - \bar{\mathbf{N}} \mathbf{\theta})^\top (\tilde{\phi} - \bar{\mathbf{N}} \mathbf{\theta}) \right\}^{1/2} \\
\leq \frac{1}{\sqrt{nT^*}} O_p(nq_n^{-\beta}) = O_p(\sqrt{nq_n^{-\beta}}).
$$

These yield the desired result. ■

**Proof of Theorem 1.** (i) Simple calculations show that

$$
\sqrt{nT^*} \left\{ \frac{\hat{Y}_n}{\beta_n} - \gamma \right\} = \left\{ (\Delta \mathbf{Y}^d, \Delta \mathbf{X})^\top (\mathbf{I}_{nT^*} - \mathbf{M}) \mathbf{W} \mathbf{\Omega}^{-1} \mathbf{W}^\top (\mathbf{I}_{nT^*} - \mathbf{M}) (\Delta \mathbf{Y}^d, \Delta \mathbf{X}) \right\}^{-1} \\
\cdot \frac{1}{\sqrt{nT^*}} (\Delta \mathbf{Y}^d, \Delta \mathbf{X})^\top (\mathbf{I}_{nT^*} - \mathbf{M}) \mathbf{W} \mathbf{\Omega}^{-1} \left\{ \mathbf{W}^\top (\mathbf{I}_{nT^*} - \mathbf{M}) \tilde{\phi} + \mathbf{W}^\top (\mathbf{I}_{nT^*} - \mathbf{M}) \Delta \mathbf{e} \right\}.
$$

Using results of Lemmas 1, 2, 3, and 4, Theorem 1 follows if we can prove that

$$
\frac{1}{\sqrt{nT^*}} \mathbf{W}^\top (\mathbf{I}_{nT^*} - \mathbf{M}) \Delta \mathbf{e} \rightarrow D N(\mathbf{0}, \sigma^2 \Sigma) \quad \text{as} \ n \rightarrow \infty.
$$

(A.4)
Note that
\[
\frac{1}{\sqrt{nT^n}} W^T (I_{nT^n} - M) \Delta \varepsilon
= \frac{1}{\sqrt{nT^n}} (W - E_A W)^T (I_{nT^n} - M) \Delta \varepsilon + \frac{1}{\sqrt{nT^n}} (E_A W - \tilde{N} \theta)^T (I_{nT^n} - M) \Delta \varepsilon
= \frac{1}{\sqrt{nT^n}} (W - E_A W)^T \Delta \varepsilon - \frac{1}{\sqrt{nT^n}} (W - E_A W)^T M \Delta \varepsilon + \frac{1}{\sqrt{nT^n}} (E_A W - \tilde{N} \theta)^T (I_{nT^n} - M) \Delta \varepsilon,
\]
for which the leading term is the first term on the r.h.s., while the second and third terms can be readily shown to have orders $O_p(j_n/\sqrt{n})$ and $O_p(j_n^{-1})$ respectively.

It is easily seen that $E((W - E_A W)^T \Delta \varepsilon | X, Z) = 0$ by the exogeneity of $W$. Moreover,
\[
\text{var}(W - E_A W)^T \Delta \varepsilon | X, Z) = \sigma^2(W - E_A W)^T (I \otimes H)(W - E_A W)
\rightarrow_p \sigma^2 \frac{1}{T^n} E((W_1 - E_A W_1)^T B B^T (W_1 - E_A W_1)).
\]
Hence (A.4) holds by utilizing Assumptions (A1) and (A4) and the Lindeberg–Levy Central Limit theorem. This completes the proof.

(ii) This is an obvious result and we omit the proof for brevity. ■

**Proof of Theorem 2.** The definition of $J_n^0$ and (2.2) imply that
\[
\|\hat{\theta}_{r,n} - \phi_r\|_2 \leq \|\hat{\theta}_{r,n} - N_n \theta_r\|_2 + \|N_n \theta_r - \phi_r\|_2 \leq \|\hat{\theta}_{r,n} - \theta_r\|_2 + J_n^{-\epsilon}.
\]
Thus, it suffices to consider only the term $\|\hat{\theta}_{r,n} - \theta_r\|_2$. Note that
\[
\hat{\theta}_n - \theta = (\tilde{N}^T \tilde{N})^{-1} \tilde{N}^T \left\{\hat{\phi} + \Delta \varepsilon + \Delta Y d(y - \hat{\gamma}_n) - \Delta X (\beta - \hat{\beta}_n)\right\} - \theta
= (\tilde{N}^T \tilde{N})^{-1} \tilde{N}^T (\hat{\phi} - \tilde{N} \theta) + (\tilde{N}^T \tilde{N})^{-1} \tilde{N}^T \Delta \varepsilon
+ (\tilde{N}^T \tilde{N})^{-1} \tilde{N}^T (\Delta Y d, \Delta X) (y^T, \beta^T) - (\hat{\gamma}_n, \hat{\beta}_n)^T
\]
def \[= e_1 + e_2 + e_3.
\]
Let $A = (0_{j_n-r} \circ j_n \cdot I_n, 0_{j_n-(q-r) \circ j_n})$, we have $\hat{\theta}_{r,n} - \theta_r = A(\hat{\theta}_n - \theta)$. Hence,
\[
\|A e_1\|_2^2 = (\hat{\phi} - \tilde{N} \theta)^T \tilde{N} (\tilde{N}^T \tilde{N})^{-1} A^T A (\tilde{N}^T \tilde{N})^{-1} \tilde{N}^T (\hat{\phi} - \tilde{N} \theta)
= O_p((nT^n)^{-2}) \text{tr}\left\{(\hat{\phi} - \tilde{N} \theta)^T \tilde{N} (\hat{\phi} - \tilde{N} \theta)^T\right\}
\leq O_p((nT^n)^{-2}) O_p(nT^n J_n^{-2\epsilon}) O_p(nT^n J_n) \leq J_n O_p(j_n^{-2\epsilon}) = o_p(j_n^{-\epsilon}),
\]
\[
E(\|A e_2\|_2^2 | Z) = O((nT^n)^{-2}) E(\text{tr}(\Delta \varepsilon^T \tilde{N} \tilde{N}^T \Delta \varepsilon | Z) = O((nT^n)^{-2}) \text{tr} [\tilde{N} \tilde{N}^T E(\Delta \varepsilon \Delta \varepsilon^T | Z)]
= O((nT^n)^{-2}) \cdot O(nT^n J_n) = O(j_n/n)
\]
and
\[
\|A e_3\|_2^2 = O_p((nT^n)^{-2}) O_p((nT^n)^{-1}) \text{tr}\{(\Delta Y d, \Delta X)^T \tilde{N} \tilde{N}^T (\Delta Y d, \Delta X)}
= O_p((nT^n)^{-3}) O((nT^n)^2 J_n) = O(j_n/n).
\]
Combining the equations above, we can readily show that
\[
\|\hat{\theta}_{r,n} - \theta_r\|_2^2 \leq O_p(j_n/n) + O_p(j_n^{-\epsilon}).
\]

**Proof of Theorem 3.** (i) Let $K_n = 2(nT^n - d - p - q j_n)$. From (2.9),
\[
\tilde{\sigma}_n^2 = K_n^{-1} \|\Delta \varepsilon\|_2^2 + K_n^{-1} \|\Delta Y d(y - \hat{\gamma}_n) + \Delta X (\beta - \hat{\beta}_n) + \tilde{N} (\theta - \hat{\theta}_n)\|_2^2
- 2K_n^{-1} \{\Delta Y d(y - \hat{\gamma}_n) + \Delta X (\beta - \hat{\beta}_n) + \tilde{N} (\theta - \hat{\theta}_n)\}^T \Delta \varepsilon
\]
def \[= F_1 + F_2 + F_3.
\]
Using the results in Theorems 1 and 2, we have $F_2 \leq O_p(J_n/nT^*) + J_n^{-2\epsilon}$. Coupled with the Cauchy–Schwarz inequality, this implies that $|F_3| < |F_1|$ with probability approaching 1. Hence it suffices to prove the asymptotic normality of $F_1$. Clearly, 
\[
F_1 = K_n^{-1} \Delta \mathbf{e}^T \Delta \mathbf{e} = K_n^{-1} \sum_{i=1}^n \sum_{t=d+3}^T (\epsilon_{it} - \epsilon_{i(t-1)})^2.
\]
Write $\vartheta_i = \sum_{t=d+3}^T (\epsilon_{it} - \epsilon_{i(t-1)})^2$. Clearly, $\vartheta_i$ is an i.i.d. random variable with mean 
\[
\mathbb{E}(\vartheta_i) = \sum_{t=d+3}^T \mathbb{E}(\epsilon_{it} - \epsilon_{i(t-1)})^2 = 2T^* \sigma^2
\]
and variance 
\[
\text{var}(\vartheta_i) = \mathbb{E} \left\{ \sum_{t=d+3}^T (\epsilon_{it} - \epsilon_{i(t-1)})^4 + 2 \sum_{d+3 \leq t', t \leq T} (\epsilon_{it} - \epsilon_{i(t-1)})^2 (\epsilon_{it'} - \epsilon_{i(t'-1)})^2 \right\} - 4T^2 \sigma^4
\]
\[
= 2T^* \mathbb{E}(\epsilon_{11}^4) + 6T^* \sigma^4 + 3T^* (T^* - 1) \sigma^4 + 2 \sum_{d+3 \leq t', t \leq T} \mathbb{E}(\epsilon_{it}^2 \epsilon_{i(t-1)}^2) - 4T^2 \sigma^4
\]
\[
= 2T^* \mathbb{E}(\epsilon_{11}^4) - (T^* - 3T^*) \sigma^4 + 2 \sum_{d+4 \leq t', t \leq T} \mathbb{E}(\epsilon_{it}^2 \epsilon_{i(t-1)}^2) + 2 \sum_{d+4 \leq t', t \leq T} \mathbb{E}(\epsilon_{it}^2 \epsilon_{i(t-1)}^2)
\]
\[
= 2T^* \mathbb{E}(\epsilon_{11}^4) - (T^* - 3T^*) \sigma^4 + (T^* - 1)(T^* - 2) \sigma^4 + 2(T^* - 1)\mathbb{E}(\epsilon_{11}^4)
\]
\[
= (4T^* - 2)\mathbb{E}(\epsilon_{11}^4) + 2\sigma^4.
\]
Further, 
\[
\text{var} \left\{ \frac{\sqrt{nT^*}}{K} \sum_{i=1}^n \vartheta_i \right\} = \frac{1}{2T^*} (2T^* - 1)\mathbb{E}(\epsilon_{11}^4) + \sigma^4 + o(1).
\]
Combining $\mathbb{E}(\epsilon_{11}^4) < \infty$ in Assumption (A1) with the Lindeberg–Levy Central Limit Theorem, as $n \to \infty$, we obtain 
\[
\sqrt{nT^*} (\hat{\sigma}_n^2 - \sigma^2) = \frac{\sqrt{nT^*}}{2(nT^* - d - p - q\ell_n)} + o_p(1) \sum_{i=1}^n (\vartheta_i - 2T^* \sigma^2)
\]
\[
\to_D N \left( 0, \frac{1}{2T^*} (2T^* - 1)\mathbb{E}(\epsilon_{11}^4) + \sigma^4 \right).
\]
This completes the proof.

(ii) Applying the results in Theorems 1 and 2, we have
\[
| \Delta \mathbf{y}_{it}^T (\hat{\mathbf{g}}_n - \mathbf{g}) + \Delta \mathbf{x}_{it}^T (\hat{\mathbf{b}}_n - \mathbf{b}) + \hat{\mathbf{N}}_{i(t-1)T^*+t, s} (\hat{\mathbf{\vartheta}}_n - \mathbf{\vartheta}) | \leq O_p(\sqrt{T^*/nT^*}) + J_n^{-\epsilon},
\]
which leads to 
\[
\frac{1}{nT^*} \sum_{i=1}^n \sum_{t=d+3}^T \Delta \mathbf{e}_{it}^4 = \frac{1}{nT^*} \sum_{i=1}^n \sum_{t=d+3}^T \left( \Delta \mathbf{y}_{it}^T (\Delta \mathbf{y}_{it})^T \mathbf{g}_n - \Delta \mathbf{x}_{it}^T (\Delta \mathbf{b}_n) - \Delta \mathbf{N}_{i(t-1)T^*+t, s} (\hat{\mathbf{\vartheta}}_n - \mathbf{\vartheta}) \right)^4
\]
\[
= \frac{1}{nT^*} \sum_{i=1}^n \sum_{t=d+3}^T \left( \Delta \mathbf{e}_{it}^4 - \Delta \mathbf{e}_{it}^T (\mathbf{g}_n - \mathbf{g}) - \Delta \mathbf{x}_{it}^T (\mathbf{b}_n - \mathbf{b}) - \Delta \mathbf{N}_{i(t-1)T^*+t, s} (\hat{\mathbf{\vartheta}}_n - \mathbf{\vartheta}) \right)^4
\]
\[
= \frac{1}{nT^*} \sum_{i=1}^n \sum_{t=d+3}^T \Delta \mathbf{e}_{it}^4 + o_p(1) = 2\mathbb{E}(\epsilon_{11}^4) + 6\sigma^4 + o_p(1).
\]
Hence, 
\[
\hat{\mathbb{E}}(\epsilon_{11}^4) = \frac{1}{2nT^*} \sum_{i=1}^n \sum_{t=d+3}^T \Delta \mathbf{e}_{it}^4 - 3\hat{\sigma}_n^2,
\]
yielding the desired result. ■

Proof of Theorem 4. Let $\eta_1 = (nT^*)^{-1/2} + a_n$, $\eta_2 = (nT^*)^{-2/5} + a_n$, $\gamma^* = \gamma + \eta_1 \omega_1$, $\beta^* = \beta + \eta_1 \omega_2$, $\theta_r^* = \theta_r + \eta_2 \omega_{3r}$, $r = 1, \ldots, q$ and $\omega_3 = (\omega_{31}, \ldots, \omega_{3q})^T \in \mathbb{R}^{3q}$. If we can show that for any $\epsilon > 0$, there is always a sufficiently large
constant C such that
\[
P \left\{ \inf_{|\omega_1| + |\omega_2| + |\omega_3| = c} Q_n^*(\gamma^*, \beta^*, \theta^*) \geq Q_n^*(\gamma, \beta, \theta) \right\} \geq 1 - \epsilon,
\]
then there must exist a local minimizer of \(Q_n^*(\gamma^*, \beta^*, \theta^*)\) for this same constant C. Specifically, recognizing the fact that \(pe(0) = 0\) and a non-decreasing penalty function, it holds that
\[
Q_n^*(\gamma^*, \beta^*, \theta^*) - Q_n^*(\gamma, \beta, \theta)
\geq \frac{1}{nT^*} \left\{ (\Delta y - \Delta Y^d \gamma^* - \Delta X \beta^* - \tilde{N} \theta^*)^T W \Omega^{-1} W^T (\Delta y - \Delta Y^d \gamma - \Delta X \beta - \tilde{N} \theta) \right\} + \sum_{s=1}^{d_0} \left\{ pe_{\lambda_{1n}}(\gamma_s^*) \right\} - pe_{\lambda_{1n}}(\gamma_s) \right\} \geq R_1 + R_2 + R_3 + R_4.
\]
Some calculations show that
\[
R_1 = -\frac{2}{nT^*} (\eta_1 \Delta Y^d \omega_1 + \eta_1 \Delta X \omega_2 + \eta_2 \tilde{N} \omega_3)^T W \Omega^{-1} W^T \left\{ \Delta \varepsilon + (\phi - \tilde{N} \theta) \right\}
\]
\[
+ \frac{1}{nT^*} (\eta_1 \Delta Y^d \omega_1 - \eta_1 \Delta X \omega_2 - \eta_2 \tilde{N} \omega_3)^T W \Omega^{-1} W^T (\eta_1 \Delta Y^d \omega_1 - \eta_1 \Delta X \omega_2 - \eta_2 \tilde{N} \omega_3)
\]
\[
\underset{\text{def}}{=} R_{11} + R_{12}.
\]
Using similar steps to those used for proving Lemmas 2 and 3 and Theorem 1, we can show that
\[
R_{11} = -\frac{2}{nT^*} \eta_1 (\omega_1^T, \omega_2^T) (\Delta Y^d, \Delta X)^T W \Omega^{-1} W^T \Delta \varepsilon - \frac{2}{nT^*} \eta_1 (\omega_1^T, \omega_2^T) (\Delta Y^d, \Delta X)^T W \Omega^{-1} W^T
\]
\[
\times (\phi - \tilde{N} \theta) - \frac{2}{nT^*} \eta_2 \tilde{N} \omega_3^T W \Omega^{-1} W^T \Delta \varepsilon - \frac{2}{nT^*} \eta_2 \tilde{N} \omega_3^T W \Omega^{-1} W^T (\phi - \tilde{N} \theta)
\]
\[
= -O_p(\sqrt{nT^*} + J_{nT^*}^p)(\|\omega_1\| + \|\omega_2\|) \eta_1 - O_p(\sqrt{nT^*} + J_{nT^*}^p)(\|\omega_3\|) \eta_2
\]
\[
= -O_p(\sqrt{nT^*} + J_{nT^*}^p)(\|\omega_1\| + \|\omega_2\| + \|\omega_3\|) \max(\eta_1, \eta_2)
\]
and
\[
R_{12} = \frac{2}{nT^*} \eta_1 (\omega_1^T, \omega_2^T) (\Delta Y^d, \Delta X)^T W \Omega^{-1} W^T (\Delta Y^d, \Delta X)(\omega_1^T, \omega_2^T)^T + \eta_2 \tilde{N} \omega_3^T W \Omega^{-1} W^T \tilde{N} \omega_3
\]
\[
+ \frac{2}{nT^*} \eta_2 \omega_3^T W \Omega^{-1} W^T \tilde{N} \omega_3
\]
\[
= O_p(nT^*) (\|\omega_1\|^2 + \|\omega_2\|^2) \eta_1^2 - O_p(nT^*) (\|\omega_3\|^2) \eta_2^2 + O_p(nT^*) (\|\omega_1\| \|\omega_3\| + \|\omega_2\| \|\omega_3\|) \eta_1 \eta_2
\]
\[
= O_p(nT^*) (\|\omega_1\|^2 + \|\omega_2\|^2 + \|\omega_3\|^2) \max(\eta_1^2, \eta_2^2).
\]
Furthermore,
\[
R_2 = \sum_{s=1}^{d_0} \left\{ pe_{\lambda_{1n}}(\gamma_s^* + \eta_1 \omega_{1s}) \right\} - \left\{ pe_{\lambda_{1n}}(\gamma_s) \right\}
\]
\[
= \sum_{s=1}^{d_0} \left\{ \eta_1 pe_{\lambda_{1n}}(\gamma_s) \right\} \eta_1 \omega_{1s} + \eta_1^2 pe_{\lambda_{1n}}(\gamma_s) \omega_{1s}^2 \right\} \|\omega_1\| \eta_1 \eta_2
\]
\[
= \sqrt{d_0} \eta_1 \omega_{1n} \|\omega_2\| \|\omega_1\|^2
\]
Using similar arguments, we have \(R_3 \leq \sqrt{d_0} \eta_1 \omega_{1n} \|\omega_2\| + \eta_1^2 b_{1n} \|\omega_2\|^2\). Moreover,
\[
R_4 = \sum_{r=1}^{d_0} \left\{ pe_{\lambda_{2n}}(\|\theta_r\| \omega_{2r} \|\theta_r\| + \|\theta_r\| \omega_{2r} \|\theta_r\|) \right\}
\]
\[
\leq \sum_{r=1}^{d_0} \left\{ \eta_1^2 pe_{\lambda_{2n}}(\|\theta_r\| \omega_{2r} \|\theta_r\|) \right\} \right\} \|\theta_r\| \|\omega_{2r}\| \|\theta_r\| \|\omega_{2r}\| \|\theta_r\|^2
\]
We only consider the first derivative of $\omega_3$.

Proof of Theorem 6. For $(s, k, r) \in \Lambda_2$, the following results hold:

\[
\begin{align*}
\text{sgn} \{\partial Q_\alpha \ast (\tilde{y}_n, \tilde{\beta}_n, \tilde{\theta}_n) / \partial \gamma_s \} &= \text{sgn}(\gamma_s), \quad \gamma_s \in (-c(nT_k^*)^{-1/2}, c(nT_k^*)^{-1/2}), \\
\text{sgn} \{\partial Q_\alpha \ast (\tilde{y}_n, \tilde{\beta}_n, \tilde{\theta}_n) / \partial \beta_k \} &= \text{sgn}(\beta_k), \quad \beta_k \in (-c(nT_k^*)^{-1/2}, c(nT_k^*)^{-1/2}), \\
\text{sgn} \{\partial Q_\alpha \ast (\tilde{y}_n, \tilde{\beta}_n, \tilde{\theta}_n) / \partial \theta_\ell \} &= \text{sgn}(\theta_\ell), \quad \theta_\ell \in (-c(nT_k^*)^{-\ell/(2\ell+1)}, c(nT_k^*)^{-\ell/(2\ell+1)}).
\end{align*}
\]

We only consider the first derivative of $\gamma_s$. Results relating to the derivatives of $\beta_k$ and $\theta_\ell$ can be similarly obtained. Following the proof in Theorem 1, $\Delta W^\top \Delta e = O_p(\sqrt{nT_k^*})$, which, when combined with the consistency assumptions of $(\tilde{y}_n, \tilde{\beta}_n, \tilde{\theta}_n)$ in Theorem 5, implies that, when $\gamma_s \neq 0$,

\[
\begin{align*}
\frac{\partial Q_\alpha \ast (\tilde{y}_n, \tilde{\beta}_n, \tilde{\theta}_n)}{\partial \gamma_s} &= \frac{1}{nT_k^*} (\Delta Y_{\ast, \gamma_s})^\top W \Omega^{-1} W^\top (\Delta y - \Delta Y_{\ast, \gamma_s}) + p_{1, u\ast} (|\tilde{\gamma}_{s,n}|) \text{sgn}(\tilde{\gamma}_{s,n}) \\
&= \frac{1}{nT_k^*} (\Delta Y_{\ast, \gamma_s})^\top W \Omega^{-1} W^\top \{\Delta e + \Delta Y_{\ast, \gamma_s}(\gamma - \tilde{y}_n) - \Delta X(\beta - \tilde{\beta}_n) - (\phi - \tilde{\eta}_n)\} \\
&\quad + p_{1, u\ast} (|\tilde{\gamma}_{s,n}|) \text{sgn}(\tilde{\gamma}_{s,n}) \\
&= O_p(\sqrt{1/n} + O_p(\sqrt{J_{\ast, n}} + J_{\ast}^{-\ell/2})) + p_{1, u\ast} (|\tilde{\gamma}_{s,n}|) \text{sgn}(\tilde{\gamma}_{s,n}) \\
&= \lambda_{1, u\ast} \lambda_{1, u\ast} p_{1, u\ast} (|\tilde{\gamma}_{s,n}|) \text{sgn}(\tilde{\gamma}_{s,n}) + O_p(\lambda_{1, u\ast}^{-1}(\sqrt{J_{\ast, n}} + J_{\ast}^{-\ell/2})). \tag{A.6}
\end{align*}
\]

Under the conditions in Theorem 5, we can show that $p_{1, u\ast}/\lambda_{1, u\ast} > 0$ and $\lambda_{1, u\ast}^{-1}(\sqrt{J_{\ast, n}} + J_{\ast}^{-\ell/2}) \to 0$. Thus, the sign of (A.6) is determined by $\text{sgn}(\tilde{\gamma}_{s,n})$, meaning that for given values of $\beta$ and $\theta$, $Q_\alpha \ast (\tilde{y}_n, \tilde{\beta}_n, \tilde{\theta}_n)$ is minimized at $\tilde{y}_n = (\tilde{y}_{n, (1)}, \mathbf{0}^\top)^\top$.

Proof of Theorem 6. Denote $\gamma_k = (\gamma_{1, 1}, \ldots, \gamma_{s, 0})^\top$ as the significant coefficient vector and let $\hat{\theta}_{n, (1)}$ be the shrinkage estimator of $\theta_{(1)}$. By Theorems 4 and 5, we have

\[
\left(\gamma_{n, (1)}, \mathbf{0}^\top, (\hat{\beta}_{n, (1)}, \mathbf{0}^\top), (\hat{\theta}_{n, (1)}, \mathbf{0}^\top)\right)^\top = \arg\min Q_\alpha \ast (\gamma_k, \beta, \theta)
\]

with probability tending to 1. Hence,

\[
\begin{align*}
\frac{\partial Q_\alpha \ast ((\tilde{y}_{n, (1)}, \mathbf{0}^\top), (\tilde{\beta}_{n, (1)}, \mathbf{0}^\top), (\tilde{\theta}_{n, (1)}, \mathbf{0}^\top))}{\partial \gamma_{n, (1)}} &= \left(\begin{array}{c}
(nT_k^*)^{-1}(\Delta Y_{\ast, (1)})^\top W \Omega^{-1} W^\top (\Delta e + \Delta Y_{\ast, (1)}(\gamma_{(1)} - \tilde{y}_{n, (1)}) - \Delta X_{\ast, (1)}(\beta_{(1)} - \tilde{\beta}_{n, (1)}) \\
- (\hat{\phi}_{(1)} - \tilde{\eta}_{n, (1)}\hat{\theta}_{n, (1)}) + (p_{1, u\ast}(|\tilde{\gamma}_{1,n}|) \text{sgn}(\tilde{\gamma}_{1,n}), \ldots, p_{1, u\ast}(|\tilde{\gamma}_{s,0}|) \text{sgn}(\tilde{\gamma}_{s,0}))^\top = \mathbf{0}, \\
\frac{\partial Q_\alpha \ast ((\tilde{y}_{n, (1)}, \mathbf{0}^\top), (\tilde{\beta}_{n, (1)}, \mathbf{0}^\top), (\tilde{\theta}_{n, (1)}, \mathbf{0}^\top))}{\partial \beta_{(1)}} &= \left(\begin{array}{c}
(nT_k^*)^{-1}\Delta X_{\ast, (1)}^\top W \Omega^{-1} W^\top (\Delta e + \Delta Y_{\ast, (1)}(\gamma_{(1)} - \tilde{y}_{n, (1)}) - \Delta X_{\ast, (1)}(\beta_{(1)} - \tilde{\beta}_{n, (1)}) \\
- (\hat{\phi}_{(1)} - \tilde{\eta}_{n, (1)}\hat{\theta}_{n, (1)}) + (p_{1, u\ast}(|\tilde{\gamma}_{1,n}|) \text{sgn}(\tilde{\gamma}_{1,n}), \ldots, p_{1, u\ast}(|\tilde{\gamma}_{s,0}|) \text{sgn}(\tilde{\gamma}_{s,0}))^\top = \mathbf{0},
\end{array}\right)
\end{align*}
\]

and

\[
\begin{align*}
\frac{\partial Q_\alpha \ast ((\tilde{y}_{n, (1)}, \mathbf{0}^\top), (\tilde{\beta}_{n, (1)}, \mathbf{0}^\top), (\tilde{\theta}_{n, (1)}, \mathbf{0}^\top))}{\partial \theta_{(1)}} &= \left(\begin{array}{c}
(nT_k^*)^{-1}\tilde{N}_{\ast, (1)}^\top W \Omega^{-1} W^\top (\Delta e + \Delta Y_{\ast, (1)}(\gamma_{(1)} - \tilde{y}_{n, (1)}) - \Delta X_{\ast, (1)}(\beta_{(1)} - \tilde{\beta}_{n, (1)}) - (\hat{\phi}_{(1)} - \tilde{\eta}_{n, (1)}\hat{\theta}_{n, (1)}) \\
+ (p_{1, u\ast}(|\tilde{\gamma}_{1,n}|)(\tilde{N}_{\ast, (1)}^\top \tilde{N}_{\ast, (1)})^\top / \|\tilde{\theta}_{1,n}\|_n, \ldots, p_{1, u\ast}(|\tilde{\gamma}_{s,0}|)(N_{\ast, (1)}^\top \tilde{N}_{\ast, (1)})^\top / \|\tilde{\theta}_{s,0}\|_n) \right)^\top = \mathbf{0}.
\end{align*}
\]

Recognizing that the Taylor expansion at $\gamma_s$ satisfies

\[
p_{1, u\ast}(|\tilde{\gamma}_{s,n}|) = p_{1, u\ast}(|\gamma_s|) + o_p(|\tilde{\gamma}_{s,n} - \gamma_s|) + o_p(|\tilde{\gamma}_{s,n} - \gamma_s|),
\]
and noting that $b_n \to 0$ with $\lambda_{\max} \to 0$, we obtain

$$(p e_{\lambda n}^0(\|\tilde{y}_1, n\|) \text{sgn}(\tilde{y}_1, n), \ldots, p e_{\lambda n}^0(\|\tilde{y}_d, n\|) \text{sgn}(\tilde{y}_d, n))^T = o_p(\tilde{y}_{n, (1)} - Y_{(1)})$$

Similarly, we can show that

$$(p e_{\lambda n}^0(\|\tilde{y}_1, n\|) \text{sgn}(\tilde{y}_1, n), \ldots, p e_{\lambda n}^0(\|\tilde{y}_d, n\|) \text{sgn}(\tilde{y}_d, n))^T = o_p(\tilde{y}_{n, (1)} - \beta_{(1)})$$

and

$$(p e_{\lambda n}^2(\|\tilde{y}_1, n\|)(N_1^T N_1 \tilde{y}_1, n))^T / \|\tilde{y}_1, n\|, \ldots, p e_{\lambda n}^2(\|\tilde{y}_d, n\|)(N_1^T N_1 \tilde{y}_d, n))^T / \|\tilde{y}_d, n\|)^T = o_p(\tilde{y}_{n, (1)} - \theta_{(1)})$$

These yield

$$(nT^*)^{-1}(\Delta Y_{(1)}^d, \Delta X_{(1)})^T W^{-1} W^T \left\{ \Delta e + (\Delta Y_{(1)}^d, \Delta X_{(1)})(\tilde{y}_{n, (1)} - \tilde{y}_{n, (1)})^T, (\beta_{(1)} - \tilde{\beta}_{n, (1)})^T \right\} + (\tilde{\phi} - \tilde{N}_{(1)}(\theta_{(1)}) + \tilde{N}_{(1)}(\theta_{(1)} - \tilde{\theta}_{n, (1)}))^T \right\} + o_p(\theta_{(1)} - \tilde{\theta}_{n, (1)}) = 0. \quad (A.7)$$

and

$$(nT^*)^{-1} N_{(1)}^T W^{-1} W^T \left\{ \Delta e + (\Delta Y_{(1)}^d, \Delta X_{(1)})(\tilde{y}_{n, (1)} - \tilde{y}_{n, (1)})^T, (\beta_{(1)} - \tilde{\beta}_{n, (1)})^T \right\} + (\tilde{\phi} - \tilde{N}_{(1)}(\theta_{(1)}) + \tilde{N}_{(1)}(\theta_{(1)} - \tilde{\theta}_{n, (1)}))^T \right\} + o_p(\theta_{(1)} - \tilde{\theta}_{n, (1)}) = 0. \quad (A.8)$$

For notational simplicity, write

$$\zeta_n = ((\tilde{y}_{n, (1)} - Y_{(1)})^T, (\tilde{\beta}_{n, (1)} - \beta_{(1)})^T)^T,$$

$$\Pi_n = (nT^*)^{-1} N_{(1)}^T W^{-1} W^T (\Delta Y_{(1)}^d, \Delta X_{(1)}).$$

Note that the solution of $\tilde{\theta}_{n, (1)} - \theta_{(1)}$ in Eq. (A.8) has the form

$$\tilde{\theta}_{n, (1)} - \theta_{(1)} = -(\Pi_n + o_p(1))^{-1} \Phi_n \zeta_n + (\Pi_n + o_p(1))^{-1} (nT^*)^{-1} N_{(1)}^T W^{-1} W^T \{ \Delta e + (\tilde{\phi}(\theta_{(1)} - \tilde{N}_{(1)}(\theta_{(1)}))\}.$$}

Substituting the above into (A.7), we obtain

$$(nT^*)^{-1}(\Delta Y_{(1)}^d, \Delta X_{(1)})^T W^{-1} W^T \left\{ (\Delta Y_{(1)}^d, \Delta X_{(1)}) - \tilde{N}_{(1)}(\Pi_n + o_p(1))^{-1} \Phi_n \right\} + o_p(\zeta_n)$$

and

$$(nT^*)^{-1}(\Delta Y_{(1)}^d, \Delta X_{(1)})^T W^{-1} W^T \left\{ \Delta e + (\tilde{\phi}(\phi_{(1)} - \tilde{N}_{(1)}(\theta_{(1)}) - (nT^*)^{-1} \tilde{N}_{(1)}$$

Some calculations show that

$$\Phi_n^T \Pi_n^{-1} N_{(1)}^T W^{-1} W^T \{ (\Delta Y_{(1)}^d, \Delta X_{(1)}) - \tilde{N}_{(1)}(\Pi_n + o_p(1))^{-1} \Phi_n \} = 0$$

and

$$\Phi_n^T \Pi_n^{-1} N_{(1)}^T W^{-1} W^T \left\{ \Delta e + (\tilde{\phi}(\phi_{(1)} - \tilde{N}_{(1)}(\theta_{(1)})) - (nT^*)^{-1} \tilde{N}_{(1)}(\Pi_n + o_p(1))^{-1} \tilde{N}_{(1)}$$

$$\cdot W^{-1} W^T \{ \Delta e + (\tilde{\phi}(\phi_{(1)} - \tilde{N}_{(1)}(\theta_{(1)})) \} = 0.$$}

Write $\Psi = (\Delta Y_{(1)}^d, \Delta X_{(1)}) - \tilde{N}_{(1)}(\Pi_n + o_p(1))^{-1} \Phi_n$ and note that $\Psi^T W^{-1} W^T \tilde{N}_{(1)} = 0.$ Eq. (A.9) implies that

$$\{ (nT^*)^{-1} \Psi^T W^{-1} W^T \Psi + o_p(1) \} \sqrt{nT^*} \zeta_n$$

$$= \frac{1}{\sqrt{nT^*}} \Psi^T W^{-1} W^T \Delta e + \frac{1}{\sqrt{nT^*}} \Psi^T W^{-1} W^T (\tilde{\phi}(\phi_{(1)} - \tilde{N}_{(1)}(\theta_{(1)}))$$

$$\def \nu_1 + \nu_2.$$}

Along the same lines of the proof for Theorem 1, it can be shown that $\nu_1 \to_p N(0, \Sigma_1 (\sigma_{(1)}^2 \Gamma_{(1)}\Sigma_1^{-1} \Gamma_{(1)}^T))$ and $\nu_2 = o_p(1)$, where $\Sigma_{(1)}$ and $\Gamma_{(1)}$ are defined in Theorem 6. This completes the proof. ■
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